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ABSTRACT

This research program centers on the investigation of a new
optical/electronic method for highspeed convolution and correla-
tion of two-dimensional imagery. The msethod, based on frequency-
division multiplexing of image samples, is suited to implementa-
tion with wideband acoustooptic devices. During the report pe-
riod the following has been accomplished:

i. Development of a time—integration method for obtaining image
output.

2. Development of methods for production of improved encoding-
decoding local oscillator distributions.

3. Development of a general Fourier transfora scanning hybrid
image processor concept.

4. Development of important analogies between space—-frequency

canversion image processing, time-integration folded spec-—
trum analysis, and Fourier transform holography.

S. Development of a joint-transform method for space—frequency
conversion image processing.

6. Development of a significant method for increasing dynamic
range in time-integration optical processing.

7. Development of a technique for reducing electronic system

dynamic range requirements for space—frequency conversion
image processing

8. Devised methods for overcoming nonlinear phase response
characteristics of acoustooptic cells in processing systess.
9. Development of a method for using common-band acoustooptic

cells in time-integration folded spectrum analysis.

10. Devised a method for overcoming the need for wideband four-
quadrant electronic multipliers in space—frequency conver-—
sion processing.

11. Developed a novel holographic beam combiner scheme that
facilitates production of straight sinusoidal fringe pat-
terns.

These developments enhance greatly the prospects that the space-—
frequency conversion scheme can be satisfactorily implemented in
a wideband image processing system.
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SUMMARY OF RESULTS AND THEIR SIGNIFICANCE

This research program has centered on the investigation of a
new method for highspeed linear space invariant processing——
spatial correlation or convolution——of 2-D imsagery. The method
is based on a frequency-division multiplex representation of a
sampled imagae, where each spatial sample is represented by a
separate temporal frequency carrier whose amplitude and phase are
governed by the amplitude and phase of the samplea. The proces-
sing method is suited to implementation using wideband acousto-
optic devices. Major objectives of the research have been (1) a
thorough conceptual and analytical understanding of the aethaod,
and (2) sufficient experimental experience to provide guidance
for possible later developmental efforts by others.

Many of the basic concepts of the method are presented in
Ref. [11, a copy of which is attached. Additional detail is
presented in Refs. [2], currently in preparation, [(S], and [12].
In the following paragraphs we delineate important results of the
research program and their significance.

Development aof a time—integration method for producing image

agutput: When this research was proposed it appeared that cutput
of the processed image would require the use of a 2-D spatial
light modulator to serve as an interface between the electrical
signal representation of the output image and the image itself
L31. In one of the most significant developments of this program
we have showed how acoustooptic techniques under developaent for
real-time folded spectrum analysis [4] can be employed for uis-—
playing output imagery in real time [1]1. This development should
allow an increase in image processing rate by roughly two orders
of magnitude, up from TV frame rates to approximately 100 times
that rate.

decoding local oscillator distributiop: The encoding, or conver-
sion, of a 2-D input image distribution to a frequency-division
multiplex signal and the corresponding output conversion back to
4 spatial distribution require a 2-D array of light spots that
vary in intensity sinusoidally with time, each spot varying at a
different temporal frequency. Through the developmeant of suit-
able wmathematical models, we have been able to specify several
modifications of existing techniques that allow the production of
such "local oscillator" distributions with improved characteris-
tics [S513. The main feature of these modifications is a sharp-
ening of the encoding light spots and an attendant reduction in
crosstalk between multiplexed signal components.

Developsent of Fourier transfore scanpning processor soncept:
In the course of looking for an experimentally simpler way of

testing the basic space-to-frequency conversion processing con-
cepts, we discoverad a broad new class of real-time isage proces-




sing techniques (6], of which the space-to-frequency convers%on
scheme is a member. These techniques, referred to as Fourier
transform scanning image processing techniques, rely on an en-
coding of the magnitude and phase of a given spatial frequency
component of an image as the magnitude and phase of a temporal
frequency carrier. As the spatial frequency is scanned, a coa—
plex modulation of the carrier results. Electronic processing of
the carrier praoduces a modification of carrier magnitude and
phase, which corresponds to multiplication of the image spatial
frequency spectrum by a transfer function.

The scheme is very powerful and more flexible than the
space—-to—-frequency conversion scheme (which corresponds to the
special case of scanning spatial frequency space in a repeated
falling raster format). The latter scheme is still quite impor-
tant, however, because only it is capable of fully exploiting the
large operational bandwidth of acoustooptic devices in image
processing.

Development of analpggies between space-frequency conversion
image processing, time-integration folded spectrum analysis, and
Fourier transform holography: One of the most important con-—
ceptual/analytical contributions of this research program has
been the development of useful analaogies between space—-frequency
conversion processing, space- and time-integration folded spec-—
trum analysis, and Fourier transform holography. These analo-
gies, discussed in Ref. [5], have helped us and others to under-
stand the limitations and possible improvements of these schemes,
particularly with respect to the signal-to-noise ratio of the
processed outputs.

Develgpment of a joint-transform method for space-frequency
conversion image processing: One of the more widely used methods
for performing spatial correlations with coherent optical systems
is the so—called joint—-transform method, wherein both distribu-
tions to be correlated are input to the system simultaneously and
a square-law device effectively multiplies their spatial fre-
quency transforms. We have shown how the joint-transfora rmothiou
can be implemented in a space-frequency conversion, time-integra-
tion implementation [2]. There are two major advantages of this
method: (1) only a single optical system need be used for both
input distributions—-with proper design, this system can, in
fact, be used for simultanecus output as well; and (2) the joint-
transform approach facilitates essential synchronization of input
and output operations.

Development of & eethod for increasing dynssic cange in
timg-integration optical processing: One of the serious limita-
tions of time—integration optical processing is the buildup of
bias in the output plane during processing (7). Poor dynamic
range arises in such processing because each momentary contribu-
tion to the output of the optical processor carries with it its
own bias; the time—-integrated bias uses up a major fraction of
the available dynamic range of the output plane detector. Ex~
ploiting the analogies with Fourier transform holography noted
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above, we have described a scheme for reducing this output plane
bias to an absolute msinieum [81. Computer simulations indicate
that the method allows roughly an order of magnitude increase in
processed image dynamic range for TV-format imagery [8]. The
importance of the proposed technique extends well beyond the
image processing work of this praogram, for it is applicable to
real-time spectral analysis and other forms of signal processing
as well.

The minimum bias scheme described in Ref. [8] requires that
the electrical signal representing the processed image undergo a

square—-root operation. Such an operation cannot be perforaed
accurately on wideband signals, and thus presented a serious
bottleneck for rapid, large dynamic range processing. On close

inspection, however, we have concluded that the square root
operation, necessary to assure aminimum—-bias ocutput plane distri-
butions in the ocutput plane with the proper Fourier magnitudes,
is not essential so long as we do not require that the detected
gutput distribution be a perfectly faithful representation of the
processed image. In particular, a logarithmic operation, easily
performed on wideband signals, is adequate for all but the most
demanding application. For matched filtering operations and most
image processing applications the resultant output will be little
changed from the ideal. Details are provided in Ref. [(91.

Reduction of electronic system dypamic range requiresents:
In the original proposal it was noted that the result of the
space—to—frequency conversion was an electrical signal of the

form

N

g(t) = E gm(t)cosEZQ(f. + mAfIt].
m=1

This signal is periaodic and attains 2 maximum whenever the argu-
ment of the cosine equals an integer multiple of 2¢ radians. The
dynamic range requirements on the attendant electrical signal
processing subsystems can be extreme, and we consequently ex-
amined a variety of schemes for reducing the dynamic range of the
converter output.

It was ultimately the development of the Fourier scannina
image processor concept noted above that led to a solution. In
particular, it can be viewed as the periodic encoding of the zero
spatial frequency compaonent of the input image that leads to the
periodic maximum value of g(t). The solution to the problea is
simple: through proper design of the optical system for encoding
the input image it is possible to prevent the zero spatial ¢re-
quency component from being encoded. Since this component gener-
ally conveys no useful information about the image to be pro-
cessed, its exclusion does not adversely affect the resultant
autput image. i
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Esperimgntal and Device Investigations:

Phase characteristics of acoustooptic cells: Early in our
experimental work we determined that the phase response cnarac-

teristics of acoustooptic cells would complicate system develop-
ment immensely if different cells were used for image input and
image output systems. The problem, basically, is that the phase
of an acoustooptically diffracted light wave is not fixed to the
phase of the rf input signal, but rather varies as a function of
frequency in accord with the transfer characteristics of the
particular cell. Two solutions were developed:

First, in discussions with Dr. R. Williamson of MIT Lincoln
Laboratories, we determined that SAW chirp generators can be
fabricated that precompensate the phase of an rf chirp as a
function of frequency. If a properly precompensated chirp is
input to the acoustooptic cell, the result is a diffracted light
wave whose optical frequency increases linearly with time, as
desired.

A second solution, the one we chose for our experimental
investigations, requires that the same acoustooptic cells be used
both for input of the two distributions to be convolved/corre-
lated and for ocutput of the resultant processed distribution.
With such an approach it is possible to monitor the time-varying
phase of the diffracted waves and employ coherent electronic
signal processing techniques to compensate for any drift. This
technique also allows for compensation of any phase drift intro-
duced by aberrations and motion of components in the optical
system.

Use of common-band acoustooptic cells: Early in our re-
search it appeared that acoustooptic implementation of the schemse
would require the use of two acoustooptic cells that operated in
widely disperate frequency bande——one for a slow but wideband
scan, the other for a rapid but smaller bandwidth scan. One of
our wminor achievements in this research was the discovery of a
method for producing the required array of sinusoidally blinking
light spots using a pair of acoustooptic cells that operate in
essentially the same temporal frequency band. This method, des-
cribed tiriefly in Ref. [5], allows implementation of the space-
frequency processing scheme with potentially simpler electronics.

Highspeed wmultiplier problew: Another practical problem
addressed during this research program was that of implementing
the wideband signal multiplication necessary to produce the elec-
trical signal representing the processed image. The operation
requires a four—quadrant multiplier (i.e., one for which both
input signals and the resultant output signal can be bipolar);
unfortunately, four—quadrant multipliers with the required accu-
racy are limited in operational bandwidth to tens of wesegchc. iz
L10])-~inadequate for our purposes. We have solved this praoblem
on paper by exploiting the bipolar signal multiplication capabi-
lities of the acoustooptic devices themsselves. The resultant
scheme is similar in many respects to the triple-product acous-




tooptic processor investigated by Kellman et al with AFOSR sup-
port [111.

Holographic beam combiner: The experimental implementation
we chose to investigate [4] required that we produce a moving
sinusoidal fringe pattern incident on a pair of image transparen-
cies. The spatial frequency of the fringes is changed by moving
a pair of galvanometer—-mounted mirrors in the optical systea. It
is essential that the fringes be straight: curved fringes corre-
spond to a blurring of image information in spatial frenuency
space. In order to assure straightness of the fringes we em-
ployed a holographic beam combiner technique that is, to our
knowledge, original. The basic idea involves making an interfe-
rogram of two nominally planar waves which is then used as a
diffracting element to combine these two waves. When functioning
as a combiner, the interferogram diffracts one of the incident
waves and reconstructs a replica of the aother. The diffracted
wave then interferes perfectly with the original. If one or the
other wave is tilted slightly at the combiner, the result is a
pattern of highly regular fringes, as desired. The only require-
ment is that the phase aberrations of the original incident waves
not be too great—-—say limited to 20 wavelengths or less. We
believe that this scheme should facilitate the construction of a
number of different kinds of interferometric optical signal pro-
cessing systems. We are in the process of improving our holo-
graphic recording techniques and hope socon to publish the basic
idea.
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with Dr. John Neff of AFOSR, D. Hecht and P. Guilfgoyle of ITEK,
and C. Tsai of Carnegie—Mellon University.

April 1979, met with D. Stillwell of NRL and P. Kellman of ESL to
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Acousto-optic devices applied to image processing

William T. Rhodes
Georgu Institute ot Technaology
School ot tlectne i Eogineenng

Atlanta, Georgqia 3033,

Abstract
Two recently reported optical processing concepts can be exploited tor realtime linear shift-invariant pro-
cessing of 2-D imagery with acoustooptic deviee (1) space coordinate-to-temporal frequency conversion, and
(2) time—integration spectral analvsis. A pair of crossed acoustooptic cells, driven by periodic chirp wave-
torms, can be used tor both operations.  State-—of-the-art acoustooptic devices appear suitable for gigaherts
rate processing of images with spacebandwidth products approaching 1oV,

Acoustooptic (A0 devices are applicd repalarly to the analvsis and processing of 1-D signal waveforms be-
cause they allow realtime conversion ob g time wavetorm into a corrvesponding light wave amplitude distribution
[1].  They have been mostly disrepgarded tor image processing applications (except as scanners and modulators)
because of their inherently ope-dimensional nature,  Although a pair of A0 devices might be crossed to produce
a limited class (c.p., separable in cartesian coordinates) of Tight wvave distributions, thev cannot plav the
needed role o1 a penceral, electricallv addressed 2-D spatial light modulator.  There is, nonetheless, o wav to
exploit the attractive features of A0 techuoloy
sing of arbitrary J-D imagery. The neves

-wideband operation, no moving parts--in the highspecd proces-
iy kevs o this exploitation are a space coordinate-to-temporal tre-
quency mapping or conversion we recentty o reported [P oand gonew class of A0 spectral analvsis operdtions re-
cont bty desceribed by Kellman and by Tarpin | 3,41,

s

Our overall poal in g hvbrid optical-clectronic svstem with the capabilities suggested by Fig, 1. In this
figure, w(x,vit) is o time varyving input image, o function of spatial coordinates x,v, and of time t. The de-
sired input-cutput relationship for the svstem is given cither by a spatial convolution,

!

}

J

Fix,vit) = g(x,viOxh{x,v;t) g, vt h{x—u,v=-vit)dudv, (1)

or bv a spatial cross correlation,

flaavit) = plx,vit)eh(x,vit) = v, vt hF(x-u,v-vit ) dady, )

where we have allowed tor the case of complex valued distributions by including o complex conjupation in the
second intepral. In order to describe the basic approach, we must consider four major concepts (the last twe
ot which are closcely related): (1) space coordinate-to-temporal frequency mapping () =patial correlation and
convolution via waveform maltiplication; (3 A0 input conversion: and (4) A0 output conversion (displavye o
the following sections we deseribe these basic cone pts oand assess their fmplications ter highspeed imase pro-

cessing.

The Tirst concept involves a veversible mapping or concoeding (Fig. ) ot the input distribution, sonov i),
into o Lime wavelorm g, (1) via an ordercd trequencyv-division multiplexing operation:  the time tunction roste-
AR

senting cach element (piscl) ol the time varving imge modolates o ditierent temporal Cregquency carvier. Sota

real=valued and complex-valucd imapges can be encodeds Analveically, pelt) s described by Egy (D below:
Y

. , 1)
(1) = E By (Ovos{2a( +miide &0 (O], t
m=1
whiere
= v TR (%)
p_m(t) ‘;.(xm.\m'l)l

- ™ . | (M
Im(() .|r».‘)‘(k"‘.vn‘.l )i

[n Egs. (4) and (), g Xppe ¥ St) ks the valoe ot p(x,vit) at the mth sample location in a regular NxN osampling
arrav.  As shown o Fig. 3, these samples are ordered in g delt-to-right, tep-to-bottom tashion.  Fauation (@)
thus represents the following:  The input, p(s,vit)o assumed to be of finite spatial bandwidth and extent. s
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sampled spatiallv. By assumption, the distance between samples satisfies the Nyquist sampling condition. The
magnitude and (if complex-valued) phase of the sample value at the mth sample location are piven by g (t) and
). For each m, go(t) and ¢p(t) then serve to modulate the magnitude and phase, respectively, of a cosine
at frequency fp =1 +mif. The output of the spiace-to-frequency encoder, gr(t), which cquials the sum ot all
such modulated carriers, thus represents the entire NxN image array,

So long as the temporal frequency bandwidth of each term in the summation is sufficivntly small compared to
Af, the individual terms do not overlap in frequency content, and gf(t) is an unambiguous representation
(through the sampling theorem) of g(x,yit). Specifically, an inverse mapping is possible. i

Figure 4 illustrates with the case of a 5x5 array of non-time varying image samples, for convenience as- H
sumed to be nonnegative-real and of integer value. The spectrum Gg(f) is the Fourier transtform of gy (t). If :
vix,v;t) varies with time, the discrete spectral components shown broaden out fato narrowhand components (b !
assumption, non-overlappiag).

ln Ret. 1 we noted (as have others) that such a representation provides an alternative to conventional
svanned signal representations for transmitting images. Our interest here is in how this mapping can be ap-
plied to highspeed image processing, as we discuss in the following section.  Later, we shatl return to the
Guestion of how to perform the space-to-frequency mapping.

Spatial Convolution and Correlation Via Waveform Multiplication

In Fig. 5 we show in diagram form a system suitable for real time convolution or correlation of a pair of
input images or other spatial distributions represented by g(x,y;t) and h(x,y;t). In between the pair of
space-to-frequency encoders at the left and the frequency-to-space decvoder at the right--both of which will be
described later--the system consists of conventional electronic subsystems: heterodyne converters, i waveform
multiplicer, and a bandpass filter. The heterodyne converters simply move the collection of modulated carricrs
representing w(x,vit) and h(x,y;t) up or down in frequency as a group. Thus

pp(U) =} g (Dcos|20(f +f

o 1<+mAt)t + Om(t)]. (6)

where fl is the amount of frequency shift. Similarly for h}(t) and hf(t).

The heart of the svstem is the multiplier. Multiplication of two time waveforms implies convolution o
the corresponding spectra,  But in this case, the spectra represent, on a sample-by-sample basis, the elements
of the two spatial distributions to be convolved., It is a consequence of the particular ordered oncoder map-
ping chosen that convolution of the two spectra correspnds to a convolution (or correlation, depencing on sys-
tem setup) of the corresponding 2-D spatial distributions g(x,y;t) and h{x,vit).

It is casiest to see this by considering an cxample, in this case a convolution. Let the twoe arravs in
Fig., 6 represent a pair of sampled image intensity distributions p(x,v) and h(x,v), assumed to be non-time
varving. The actual image arvavs are 3x3 in extent, but since convolution of twoe Ix3 arravs vields a 5x5
arrav, it is necessarv to encode g(x,v) and h(x,v) in larger 5x5 arrays with zeros around the edge.  The cor-
responding spectra Ge(f) and He(f) are also shown. Assuming the frequency offsets for the two signals to be
sufficiently great, multiplication of ge(i) by hy(t) produces two groups of non-overlapping temporal trequency
components, corresponding to sum and difference frequencies. The sum frequencies are shown in Fig. 7(a), oh-
tained by convolving the distributions of Figs. 6(¢) and 6(d). These components are isolated by the bandpass
filter and heterodyne-converted down in frequency for decoding/display. The resultant 2-D output distribution,
obtained according to the inverse of the mapping of Fig. 3, has sample values proportional to those shown in
Fig. 7(b), the desired 2-D convolution. Tt is casily shown that the difference frequencies penerated by the
multiplication correspond to the cross correlation of g(x,y) with h(x,y). Thus a minor change in bandpass
filter characteristics allows either g(x,y)xh(x,y) or g(x,y)eh(x,vy) to be obtained as output.

Acoustooptic Input Conversion

The system employed for encoding an input 2-D distribution as a frequency-division multiplex signal wave-
torm will depend in form on whether the input is a light intensity distribution or a complex wave amplitude
distribution. We consider first the encoding of nonnegative real intensity distributions, then note medifica-
tions appropriate for complex valued amplitude distributions.

Assume that the input to be encoded, g(x,y;t), exists as the light intensity transmittance of a realtime
spatial light modulator (SLM). (Since we are concerned only with the intensity transmittance of the SIM, sur-
face quality requirements can be relaxed from those necessary for coherent optical processing.) The basis for
the encoding operation is fllustrated in Fig. 8, where we show the mth element of the SLM illuminated bv a
focused beam of light. This light beam {8 modulated sinusoidally in intensity at frequency fg=f,+mif, as
appropriate for sample location (xg.vp). Since the light power transmitted by the SIM is proportional to
u(xm.ym:t). the output of the photodetector containsg an a.c¢. term proportional to g(xm‘ym;t). where wy = lﬂfm.

Obviously what {s desired 1s an array of light beams, NxN fn extent, with all beams incident on the SIM
simultaneously and cach blinking sinusoidally at a rate appropriate to the spatial element it illuminates.

144 / SPIE Vol. 180 Real-Time Signal Processing Il (1979}




ACOUSTO OPHC DEVICES APPLIED TO IMAGE PROCESSING

Assuming the photodetector to be sufficiently Varge that all the light transmitted by the SIM is collected,
the detector output will then contain a term proportional to ) pm(t)vos[2n(f, +mAf)t + ()], as desired.
For this case, 5m(t) = 8lxp,vpst), and the phase angle ) depends on the relative phase of the illuminating
light spot variations.

A system dor producing a sinpgle encoding spot at blink requency T Bs shown i Fipo 900 Here aa A celbl i
driven by a sinusoid at frequency Foe  In the back tocal plane of the lens the +1 ditfraction order is hrought
to a focus at the mth cell of the SIM, where it mixes with light brought around by the beamsplitter/mirror
combination.  The interaction of light with sound in the A0 device incereases the ontical frequency of the +1
diffraction order from the base laser frequency (~5x10 Hz) by an amount equal to f. Depending on the AQ
device used, ty mav range from several megahertz to several gigahertz.  Using phasor representations [5] tor
the twe mixing wave fields {and assuming equal amplitudes), we have for the light intensity at {(xpsvpy)

I(xm._\-m) = | + ¢ moT o= (] 4 Uns.’wtml), (7)

whivh is ot the desired torm,

Multiple spots ot light, cach blinking gt o diflerent rrequency, can be prolveed by driving the AQ cell
simultancousty with o number of cosine wavetorms, cavh at a ditferent trequency, The dittraction angle--and
theretore the location of the resultant spor in the encoding plane--will depend on the trequency ot the
particular wavetorm component, the distance ot the spot from the optical axis heime proportional to 1.,
Speviticallv, driving the A0 cell with signal r:(L):Z‘ osa 0t ot ma ] will produce o row ot equally spaced
Tight spots scparated in blink Irequencey by st High diffraction etficiency is not nossible with such an
input signal becinse of the inherent nonlincaritices of the AO interaction. It is possible, however, to cbtain
a4 time varving wave intensity of the desived torm at the sample Tocations by drivine the coll with o pericdis
chirp wavetorm, where the frequency of the input sinusoid is ramped lincarls with time in g repetitive manner
[6)]. Greater dittraction etficiency is possible mder these circumstances.  For pedagogical reasons we will
assume that the driving signal consists ot discrete sinusoids.  In practice, however, the periodic chirp
wweform is more likelv to be used.

The svstem of Fige 9 will produce o 1-D arrav or Light spots if driven with the correct sum ot sinusoidal
signals.  We need, Lowever, a 2=D cncoding arvay of Tiht spots. The answer to this problem is to use a
second A0 cell operating at right anseles to the tivat, the basic idea is illustrated in Vig., 10, In Fig.
10(a) we show a horizontally aligned A0 cobl driven by g sam ot zero-phase cosines spaced by A in frequencv,
The ltight spots in the associated dJitteaction pattern, in the back focal plane of the fleas, are soparated in
optical frequency by Mty Figure H0(h) shows an orthoponal v orieated cell driven at frequencies that are
integer multiples of NS, where NxNois the size ol the arrav to be onvoded.  As indicated, adjacent ditfrac-
tion spots from this cell are separated i trequency by Nf. 11 these two orthovonal colls are placed in
close contact (or, in practive, imaned onte one another), their spatial transm - tance tunctions multiply,
with a resultant convolution ot the associated ditiraction patterns, as shown in Fieo 10(c¢). It is ecasilvy
shown, by considering how the Trequency shitts add on g spot=hu-spot basis, that the encoding spots in the
resulting 2-D arrav are sceparated by toin one direction and by N1 oin the other.  This is, of course,
preciscely what s desired tor an NaN encoding arrav. In practive, an NxN arrav ot frequencv-shitted spots is
selected to mix with o non=frequency shitted pluane wave.  The resultant arrav of intensitv-modulated light
snots then transilluminates the SIM, as desoribed earlicr.

With some moditication, the basic scheme described above can be used to encods complex-valued spatial
distributions [2,7]. For cexample, let p(x,vit) be the complex wave amplitude distribution in the Fourier
transform plane of a colierent optical processor. 13 this distribotion is mixed at a larpe areca detector with
the array of frequencv-shifted encoding spots, the detector output sipnal will contain the desired signal
ge(t) given in Eq. (3. Should g(x,vit) be the complex amplitude transmittance of a SIM, it can be encoded by
transilluminating the SIM with the frequency shitted encoding array prior to mixing with the non-tfrequence
shifted reference wave.

Several notes are in order.  First ol all, the tinite teagth of the A cell aperture will produce a
spreading, or smearing, of the individual light spot<.  To the extent that the trequency shifted beams overlap
spatially, their interference will produce Tight intensity thuctuations througheut  the entire encoding region
at low integer moltiples of At and NAT.  Since these tloctuations are not specific to any one sample location,
it is necessary to work with an arrav ol light spots well removed from the optical axis of the cransform lens,
Lnder these circumstances the of fset freguency I0 in Eq. (D) is sufficiently hivh that the desired frequency-
division muitiplex components of the detector output are separated in trequeney from the nonspecific lower
frequency terms.

A second point relates to the anpect ratio of tvpical A0 devices.  For pcasons of power consumpt fon and
dif'raction ¢tticiency, the opto-acoustic interaction repion tor most A0 cells i< Tong and narrow.  As a
consequence, anamorphic lens svstems of large differentiaol mpmitication are required it one cell is to be
fmaged entirelyv onto another 1or generation of the U=D encoding arrav.

The third point relates to the handwidth required ol the A0 devices.  In order to operate as suggested in
Fig. 10, it is necessary that one cell operate in o tregquency band N times higher than the others 1f N s

large, this necessitiates the use of two substantially difterent devices, one operating, for examp.le, in the
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tens of megahertz range, the other operating in the pigahertz range. An attractive alternative is supgested
v Figs 11 10 two cells, one driven at inteper multiples of NAT and the other at integer multiples of
(N=D)1st, are oriented approximately 4%° to cach other and placed in optical contact, the resultant ditfraction
pattern has the appearance shown ot the right of Fige 1o As shown, the separation i optical frequency of
wiacent spots is 0 in one direction and NAY in the other, as desired tor the encoding., The important

that the two colls operate in essentially the same frequency

Characteristic of this scheme is, o cours
range. There s, however, some sacrifice in the size of the arrav that can be encoded.

Finallyv, we note that the dvnamic range of the signal wavetorm By (L) may be quite larpe if allthecarriors
votgs (D are modulated with the same phase.  This is of necessity the case when nonnegative-real (intensity)
distributions are to be neoded tor processing purposes. I simple image transmission (sce Ref, 2) is the
voal, the ‘movn be randomized to reduce the ranpe ot pe(t). It bipolar-real processing is the pgoal, it s
possible to perform operations analovous to hipolar noncoherent spatial filterine (8] with reduced dvnamic
ranse. A description ot these operations is bevond the scope of this pageer,

the processor output signal wavetorm ¢y (t)

Praure 10 il lustrates o svstem suitable tor the conversion ot
C=D time integration spectrum

inte the corresponding 2-D displav rix,vit). This displov svstem is based on a
analvsis scheme desceribed by Turpin and by Kellman [2,3]. A moditicd spectrum analvsis scheme proposed by
Bader is alse applicable [6]. In the svstem of Fig. 12, an NxN arrav ot appropriately frequencv-shifted spots
(crodoced byoa palr of A0 cells, as described earlier) mixes in the output plane with a mutually coherent
viane wave that is modulated in time by the signal ff(l)- (The modulation, on a wave amplitude basis, can be
mplished using another acoustooptic cell driven by signal wavetorm £(t).) At the mth sample location in

ey

the vatput plane, the displav intensity is thus given by

jeot . 2
X WV oat) o= . + - 3
I\lisp(\m ¥ t voom Iy(t) . (8)

where esp| |.m(| is the phasor representation ot the mth trequenev=shitted Tight spot, If we substitute for

x‘(t\ (using Eq. (3) with t tor the maunitude and @ for the phase) and collect terms, we obtain

I S T I I B R A &
disp TmTom t
e
+ -‘k-l “\m‘\‘m:l) -ms[.kl +U(xm.\'m;1)l("u.\'mm( . (9)

The tirst and sccond terms correspond to o ouniform bias aeress the entire displave The third term cviluates
t)', with the result

Lo s ovpit) rns@(\;m.vm:l) = Re f(xm.vm

[ (= yv st) = Bias + Re tOx v sty -, (10)
disp w0 om m’om

4 Tow contrast version ot the real part ot theoutput distribution. I1f f(x,vi;t) is real valued, this is all
that is sought. For complex=valued fix,vit), the imaginary part is obtained by shifting the optical plase ot
(AR}

ane ot the distributions by radians.

Implications tor Highspeod tme

- oders, processor, decoder--are all capable of operation at high speed for
Multiplicr and filtering electronics for the processor
The acoustooptic devices used tor

Fiwe overall svstem o Fiy.
a variety ot realtime image processing applications,
with sisahertz bandwidths are well within state-of=the-art capability,
envoder and decoder can provide 1= spacebandwidth products up to 1000 or more, for a total image size
approaching [000x1000,  Operational bandwidths for wideband A0 devices now exceed one gigahertz. 1t thus
appears that gigahertz-rote processing of 1000x1000 element imagery should be achicvable with state-of-the-art
technology, corresponding to roughly 1000 2-D correlations per sccond.  The actual rate at which g(x,v) and
hix,v) can change will be limited in many cases bv the SIMs emploved.  In one important area of application,
tarvet avquisition and tracking, the input image may change relatively slowly, while the spatial impulse
response hi{x,vit) is varied rapidly in a pattern recognition scarch operation. Under these circumstances,

hy (0 need not exist In 2-D spatial torm. Rather, it can be stored in I-D scrial form and input at high speed
directlv into the multiplicr.
Woe note in conclusion that an experimental program has been bepun to demonstrate the concepts discussed

above aaing A0 technologyv,  This work is being supported by o grant from the U.S, Air Force Office ot
Sedentitic Rescarchy Funding for mach of the conceptual development came from the U.8. Army Research Office.
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Contrast in time-integration optical processing
William T. Rhodes
h Georgia Institute of Technology. School of Electrical Engineering, Atlanta, Georgia 30332

Abstract

The problem of bias buildup in time-integration image processing 1is assessed. Numerical studies are
presented that compare the results of the usual approach to interferometric time-integration processing with
a proposed minimum-bias approach. It is concluded that the latter approach yields outputs of dynamic range
adequate for many practical image processing situations.

Introduction

Time-integration optical processiny methods have been used for l-D signal correlation, l-D spectrum analysis,
and ambipuity function processing [1-12]. Although many processing operations described in the literature
are 1-D in nature, 2-bL systems have been described for large time-bandwidth product spectral analysis of 1~D
signals [4-6.8-11]. Our own interest lies in the application of time-integration methods to the processing
of 2-D imapery. The reason, without goiny into detail (13-16], is that we have available to us a signal
waveform. v_(t), that represents as a function of time a scanned version of spatial frequency transform
F(u,v)- In order to obtain the corresponding output image, f(x,y), 1t 1is necessary to inverse Fourier
transform F(u,v). This can be done spatially if F(u,v) {s recorded as a hologram and Fourier transformed
with a lens. It is more direct, however, if the spatial frequency components of f(x,y) are added wup

sequentially in time - {.e., via time integration.

y
v ' i;I
| «:i:::::) |
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v f et f —e PATTERN
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Fig. 1. Two coherent light spots producing fringe pattern

The basic fdea is fllustrated in Fip. 1. 1In the input plane are two mutually coherent light spots, one or
both of which can be moved about and varied in magnitude and relative phase. The corresponding intensity
distribution in the output plane is a sinusoidal fringe pattern whose spatial frequency is governed by the
vector separation of the two 1light spots and whose contrast, magnitude, and phase are governed by the
magnitudes and relative phase of the lipht spots. The essence of the time-integration image synthesis
procedure is to build up a composite image distribution, fringe pattern by fringe pattern. This is basically
a Fourier synthesis operation, each sinusoidal intensity fringe pattern corresponding to a Fourier component
of the image distribution. A system that could be used in producing such a fringe pattern is fllustrated in
Fig. 2. The two light spots producing the frinpe pattern are moved about for different vector spacings via
two orthogonally driven galvanometer-mounted mirrors. Magnitude and phase of the two light spots are varied
by the modulators.

A major problem with such an image synthesis operation is immediately evident: as every fringe pattern,
or Fourier component, carries with {t some bias, the superposition of a large number of components will
generally result in a low constrast image. Should the signal-to-bias ratfo be sufficiently low, available
detectors (efther film or electronic) will be incapable of recording the image with good signal~to-noise
ratio.

In what follows, we consider two approaches to producing these fringe patterns and calculate numerically
the results for typical imagery. We are then in a position to draw conclusions regarding the viability of
time-integration schemes in image ptocessing.
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Fig. 2. System for producing sequence of fringe patterns.

Our objective with the system of Fig. 2 is to produce, sequentially in time, a sequence of sinusoidal
intensity fringe patterns corresponding to real Fourier components of the form [F(u,v)|cos[2n (ux+vy) +
arg{F(u,v)}]. A straight-forward method of doing so is to keep the amplitude of one wave in the outpu+ plame
of Fig- 2 equal to a constant, R , and to allow the complex amplitude of the interfering wave to vary as
F{u,v). Under these circumstances, the elementary frinpe pattern, If(x,y;u,v). has the form

j2m (ux+vy) 2

If(x.y;U-V) = IRO + F(u,Vv)e |

Ri + |F(u VHZ + ZRQ(POF(U_V)szn(uxwy?) (1)

where Re{ )} denotes the real part. As time progresses, u and v are scanned i.e., frinpe patterns of
different spatial frequencies (u,v) are produced. Assuming that u and v are scanned throuph the cntire range
for which F(u.v) is nonzero, the superposition of all such fringe patterns yields the integrated fringe
pattern given below:

1(x,y) = fngdudv + [ 1F(u,v) [2dudv

2 {ux+vy)

+ ZRORe(]IF(u.V)e dudv), (2)

The term in curly brackets is recopnized to be the inverse Fourier transform of F(u,v), or f(x,y). Assuring
this latter function is real - the case of interest here - the integrated fringe pattern is riven by

I(x,y) = BIAS + ZROf(x.y). o

Eacl. fringe pattern entering into the synthesis of Fq. (2) has a contrast or visibility given by

Ry - . 2 2
V(u,viR ) RDIF(u \)I/(R0+IF(H.\)I ). (6)

In order to maximize the contrast of the inteprated frinpe pattern, we choose the reference wave arplitude Rn
80 as to maximize the average fringe visibility:

Ro = E{|F(u,v)|}. (3)

where E{ ) denotes an average over all components actually entering into the synthesis. (becausc of the

excessive blas, zero spatial frequency 1s omitted in the synthesis.) In order to gain some feel for the
signal-to~bias ratio resulting from such a synthesis, we simulated the operation on a computer. The
256x256-pixel images shown in Fig. 3 served as input. In all threc cases the input imape intensity range was
adjusted to have a minimum value of 0.0 and a maximum value of 1.0. Application of the constant reference
synthesis algorithn to image (a) resulted {n an output image with bias level equaling 147.0C and image signal
fluctuations in the range 147.0 to 148.0. The visual contrast of such an irage is so law that no image
structure could be perceived. lowever, detectors of sufficient dynamic ranpe are capable of nmeasuring
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Fig. 3. Test images used as inputs to numerical simulations.

extremely low contrast imaprery. For onample, charpe coupled photo-diode arrays with dynamic ranges of
approximately 12 bits, corresponding to a peak intensity of 4095 rela*ive to unity rms noise fluctuations,
are available. If such a detector were usced to detect the low contrast, constant-reference synthesis

corresponding to image (a), a post-detection hias subtraction would yield an imape with 27 to 28 meaningful
(in a signal-to-noise ratio sensc) levels of display intensity. Stated differently, if the peak intensity of
the low-contrast image 1is set wequal to the maximum detectable relative intensity value, 4095, all image
fluctuations occur in the top ZF levels of the detector range. The final output image thus has a dynamic
range {(peak intensity variation t¢ tms noise fluctuation) of 281, or about 4.8 bits. Results for image (a),
along with those for imapes (b and (¢), are sarnarized ia Table 1.

TABLE 1
RESULTS - CONSTANT REFERENCE SYNTHESIS:
12 BITS OF DETECTOR DYNAMIC RANGE

IMAGE A: 27 to 28 levels of
display - 4.8 bits

IMACE B: 48 to 49 levels of
display - 5.6 bits

IMAGE C: 49 levels of display
5.6 bits

Unity Contrast Fringe Synthesis

If a synthesized image of contrast hiyher than that achievable with the optimum constant reference synthesis
{s tn be obtained it is necessarv for both interfering waves to vary in amplitude. tHighest possible image
contrast (and, therefore, hiphest output signal-to-noise ratio) is achieved if each elemeital fringe pattern
has wunity visibility or contrast. This condition is achieved if the interfering waves have the same
mapnitude, equal to the square root of |F(u,v){. Such o synthesis is represented by Fq. (6), where the phase
of the resultant friage pattern is split between the intrerfering wave amplitudes:

! L S
If(x.y,u.v, = IF*i(u.v) + I \')c]“(“)ﬂ'?‘l2

= |F(u,v){] + cos{2nCux+sv) + arg{F(u,v)}]. (6)

Inteprating over spitial frequency space, we ohtain the integrated fringe pattern

Ii(x.y) = ]le(u'V)ldudv + ]flr(u VY eos [27(ux+ey) + arpg{F(u v)}]dudv, N

which agpain has the form I(x,y) = EIAS + f(x v) for real f(x,y). When this kind of synthesis is sirulated
numerically (again excluding u=v=C fron the intepration). images of considerably higher contrast result. In
particular. such a synttesis applied to {mape (a) results in a hiased image with minimum value 11.2 and peak
value 12.2. 1If we assume a 4095:1 detector intensity dynaric ranpe, 3750/4095 of the dynamic range is used
up by hias, the remaining 315 detectible levels heinp available for image display. The dynamic range of the
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final displayed imape intensity distribution would thus be 335:1. Table 2 suwmarizes the results of such a
synthesis for all three test images.

TABLE 2
RESULTS - UNITY CONTRAST FRINGE SYNTHESIS
12 BITS OF DETECTOR DYNAMIC RANGE

IMAGE A: 335 levels of display
8.4 bits

IMAGE B: 582 levels of display
9.2 bits

IMAGE C: 666 levels of display
9.4 bits

Effect of Increasing Image Spacebandwidth Product

It is well knoun from the study of incoherent holography that the signal-to-bias ratio of svontheses of this
type decreases with an increase in the spacebandwidth product of the synthesis. It can be shown that., for
fixed signal level, the bias for the unity fringe contrast svnthesis increases 1in proportion to
SBxE{|F(u,v}{}, where GF denotes the spacchandwigth product of the synthesized image. For the constant
reference case, bias increases in proportion to SBx(F7{|F[} + E{|F{“M)/E{IF{). Recalling that our test
inages consisted of 256x256 pixels, we wonld expect roughly a 4:1 reduction in the dynaric ranpe of more
detailed 512x512-pixel]l images. Since such images have roughly the spacebandwidth product of TV images
(actually, the spacebandwidth product of typical television images is perhaps only 75% of that of a 512x512
test image), these numbers are particularly significant. Dividing the dynamic ranges shown in Table 2 by a
factor of four, we obtain the numbers presented in Table 3.

TABLE 3
512x512 IMAGERY WITH 12-B1T DETECTOR
TYPE A IMAGE: 89 levels or 6.5 bits
TYPE B IMAGE: 146 levels or 7.2 bits

TYPE C IMAGE: 167 levels or 7.4 bits

Conclusions

The numbers in Table 3, representing unity contrast fringe syntheses of 512x512 spacebandwidth-product
iragery (assuring a detector with {2 bits of dynamic ranpe for measuringy imape intensity values), can only be
taken as rouph indicaters of what might be achieved with a given image. YNevertheless, these results are
quite encouraging. Six to eight bits of gray level is generally considered adequate for high-quality image
display, and ounr test results fall within that ranpe for imagery of spacebandwidth product exceeding that of
conventional television {mapery. These results thus clearly indicate the acceptability of time-integration
techniques for many imare processing applications, so long as unfity contrast fringe syntheses are employed.
tiote that (fror Table 2) a constant reference synthesis would result  in a  512x512 spacebandwidth product
frage display with dynarfc ranpe tetween three and four bits of gray level. Such displays would typically
appear noisy to the observer.

It should be noted that imagery that has uanderpone significant processing, for example highpass or
bandpass filtering. nav exhibit sipnificantly different statistics and result in imapery of display dynamic
range tat is sabstantially hipher or lower than wis the case for the three test imapes. We also point out
that the bias reduction philosophy described in this paper is applicable not only to time- integration image
processing, but also to tire integrat{on spectral analysis and to time-intepration holography (17,18].
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Acousto-Optic Signal Processing: Convolution
and Correlation
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Abstract—The use of acousto-optic devices in real-time signal convo-
lution and correlation has increased dramatically during the past
decade because of improvements in device characteristics and imple-
mentation techniques. Depending on the application, processing can be
implemented via spatial or temporal integration. Two-dimensional
signal processing (including image processing) is possible, in spite of the
inherent one-dimensional nature of the acousto-optic device as a spatial
light modulator.

I. INTRODUCTION

HE ACOUSTO-OPTIC cell has a long history of applica-
II tion to optical processing and display, dating back at
least to the late 1930’s when Okolicsanyi proposed its
use in projection television systems [1]. References to its use
in converting electrical signals into spatial light distributions
appear in a number of early papers on optical signal processing
[2]1-[4], and in the 1960’s extended research programs were
conducted on its application to the processing of radar and
telecommunications signals [5]-[16]. Various techniques de-
vetoped during this period have been described by Maloney in
a highly readable paper in IEEE Spectrum magazine [17]. De-
velopments of new techniques since 1970 have significantly
enhanced the capabilities of acousto-optic cells in specific
signal processing tasks. For example, through the application
of time-integration acousto-optic processing methods, process-
ing time-bandwidth products greatly exceeding the time-
bandwidth product of the acousto-optic device itself can be
achieved, and spatial filtering of two-dimensional (2-D) distri-
butions—e.g., image deblurring—is possible. .
This paper presents a tutorial review of acousto-optic signal
processing methods, particularly those developed during the
1970’s, as they relate to the linear shift-invariant filtering
operations of convolution and correlation, both 1-D and 2-D.
(See {18] for a complementary discussion of acousto-optic
methods in signal spectral analysis.) We place major emphasis
on systems aspects, choosing examples to illustrate key points.
A Fourier optics point of view is stressed throughout
[191-1211].

1. USeE oF AcousTo-OprTiC CELLS AS
SPATIAL LIGHT MODULATORS

A. General Background

If the operation of different acousto-optic correlators and
convolvers is to be understood, it is important that the basic
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relationship between the driving electrical signal and the re-
sultant modulation of light waves, both spatially and tem-
porally, be clear. In order to facilitate a better understanding
of the systems described in later sections, we therefore first
review the basic characteristics of acousto-optic cells as spatial
light modulators. We begin by considering briefly certain
physical constraints that bear on the types of signal waveforms
that can serve as input and the ways in which acousto-optic
cells can be used.

To begin with, acoustic waves launched by the transducer
into the cell freqixently cannot be viewed, or otherwise de-
tected optically, if they are imaged in conventional fashion.
Like an unstained amoeba under a microscope, the acoustic
wave structure remains unseen unless some special technique,
such as phase contrast imaging or dark central field imaging, is
used to render it visible [19, ch. 71.

As another point of great opevaiionai irsportance, w: note
that the electrical signals that arive acousto-optic cells must
generally be bandpass in a:o e, wit, < wquency content
typically in the range ¢ ¢ Nt to 1 GHv. Reasonably large
fractional bandwidths are uccoptable, decpending on the nature
of the acousto-optic material and che transducer [22]. This
restriction on the input signal waveform means that signals to
be processed, if not originally bandpass in nature, must be
placed on cairiers in order to be suitable for input. The carrier
can be modulated in both magnitude and phase, allowing com-
plex signal processing. In many cases, an acousto-optic cell
can be used directly in processing of radar and RF communica-
tion signals without the need for additional modulation.

Finally, it should be recalled that physical size of the cell
and attenuation of sound waves in the cell material limit the
practical duration of the signal contained in the cell at one
instant in time to, typically, a few tens of microseconds. This
prevents the use of acousto-optic devices in many speech and
other voiceband signal processing operations, where the mini-
mum useful time window is typically tens of milliseconds
(An exception occurs in spectrum analysis, where time-
integration acousto-optic processing methods can yield useful
short-time spectra with time windows in the tens-of-
milliseconds range.)

B. Analytical Modeling

When used as a spatial light modulator, an acousto-optic cell
is illuminated by a beam of light, usually collimated, and the
wave field of that beam is modified by the sound ~-aves in the
cell via diffraction processes. The na.ure of the acousto-optic
interaction is influenced by the thickness, in the direction of
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light wave propagation, of the interaction region. Specifically,
if this thickness is large compared to the distance between
neighboring acoustic wavefronts in the cell, Bragg or volume
effects are significant and conditions for diffraction of the
incident light are modified. We begin by modeling “thin” in-
teraction or Raman-Nath regime operation, then consider
modifications necessary for Bragg regime modeling. Our
analysis is 1-D in nature except where extension to two dimen-
sions is necessary. In modeling the cell we assume that sound
wave reflection at the end of the cell opposite the input trans-
ducer is suppressed, i.e., acoustic wave propagation is uni-
directional.

With reference to Fig. 1, the signal-driven acousto-optic cell
is characterized by a complex wave amplitude transmittance
function 7(x,.t), where x is the spatial coordinate along the
axis of acoustic wave propagation and ¢ denotes time. (We
consistently use boldface notation to denote complex-valued
quantities.) If we let s(x) represent, to within a proportional-
ity constant, the transducer-induced elastic strain field in the
acousto-optic medium at time ¢ = 0, #(x, t) is given by [17]

t(x, ) =exp [js(x - V)] rect (x/W) (1)

where V is the velocity of the strain field in the medium (the
acoustic velocity), W is the width of the cell, and rect(-) de-
notes the unit rectangle function. The origin of the x-axis is
placed at the middle of the cell. The strain field at the trans-
ducer end of the cell, s[-(W/2)~- Vt], is proportional to the
input signal voltage v(z);i.e.,

sl~(W/2) - V] = mu(t) (2)

where m is a proportionality constant. If (1) is rewritten in
terms of u(t), the resuiting representation for #(x,t) has the
advantage of linking the acousto-optic cell transmittance and,
thereby, any processor outputs directly to the input signal
waveform. However, the form of (1) lends itself to a more
compact analysis of the operation of processing systems con-
sidered initially and will, therefore, be used for the time being;
i.e., s(x - Vt) will itself in general be treated as the system
input, with (2) providing the link to the driving electrical signal
waveform. Pictorial reasoning is generally adequate in linking
s(x - Vt) and v(r): if s(-) and mu(-) are plotted as functions of
the same variable, they vary only by a horizontal scale factor
(the sound velocity) and a delay (corresponding to the time
required for the strain wave to propagate from the transducer
to the optical axis at x = 0).

As suggested earlier, the driving signal waveform is normally
an RF carrier that is modulated in magnitude and phase, We
write the corresponding strain wave, for ¢ =0, as

s(x) = a(x) cos [2nfox + a(x)]. (3)

Substituting for s(x - ¥r) in (1) and expanding the exponen-
tial in a power series, we obtain (with H.O. denoting higher
order in s)

t(x, )= {1 +js(x - V¢) + HO.} rect (x/W)

= {1 +ja(x - Vt)cos [27fo(x - Vi)
+a(x - V)] + H.O.} rect (x/W). 4)
If the modulation amplitude a(x) can ke assumed small, the
higher order terms can be neglected,! and, on expanding the

t To the extent that a(x) is not small, intermodulstion products be-
come significant and can, in some cases, adversely affect device perfor-
mance. For an snalysis see [ 23).
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cosine into exponentials, we obtain
t(x, 0) = {1 +ja(x - Vi) exp (ja(x - Vi)l exp [[2nfy(x - V1)
+ja(x - Vt) exp [~ja(x - Vi)]
- exp [-j2nfo(x -~ V1)]} rect (x/W), (5)
or, equivalently,
tix, 1) = {1 +ja(x - Vt)exp (j2nfox] exp {-j2nvyt]
+ja*(x - Vt)exp [-j2nfox] exp [j2nwyt]]} rect (x/W)
(6)

where v, is the temporal frequency of the driving RF carrier,
related to spatial frequency fu by vy =foV, and where
a(x) = |a(x)|, a(x) = arg {a(x)}.

It is of considerable use to us in later analyses to express the
transmittance function #(x, y) in terms of the analytic signal
§(x) associated with s(x), defined by?

§lx) =a(x) exp [j2nfox]. )
Then s(x) = Re {5(x)}, and
e, 1) = {1 +j(3)Fx - VD) +j($)F*(x - VD} rect (x/W). (8)

Equations (6)-(8) serve as the principal basis for our subse-
quent analyses.

If the acousto-optic cell is illuminated by a monochromatic,
normally incident, unit-amplitude plane wave, the complex
wave amplitude of the transmitted wave u(x, t) equals t(x, ).
It is instructive to consider the special case wherea(x - Vt)=1;
i.e., the driving waveform is an unmodulated carrier. Under
these circumstances, u(x, t) is given by (from (6))

ulx, 1) = {1 +jexp [j2nfox) exp [-j2nvyt]
+jexp [<j27fyx] exp [j2mvyt]} rect (x/W). (9)

Let v denote the optical frequency of the incident wave
(~5X 10'* Hz): v =¢/X, c=speed of light, A = wavelength.
If we ignore the effects of the window function, the three
terms of (9) represent, respectively, an undiffracted compo-
nent at optical frequency v traveling in the +z direction (the
zeroth order); a diffracted plane wave component at optical
frequency (¥ - v, ) with propagation direction inclined through
angle sin~! (Afy) toward the +x-axis (the -1 order, taking the
sign in accord with the frequency shift) and a diffracted plane
wave component at optical frequency (v + vy) with propaga-
tion direction inclined through angle sin~! (\f,) away from
the +x-axis (the +1 order). The directions of propagation and
respective optical frequencies are noted in Fig. 1. The shift in
frequency of the diffracted waves can be viewed in terms of
conservation of photon and phonon momentum, Doppler
shift, or as a natural consequence of the diffraction process.
All points of view lead to the same result. The Doppler shift
point of view is attractive in that it gives us on inspection the
sign of the frequency shift. ,

The trio of diffraction orders in (9) (and the neglected higher
order components as well) is characteristic of Raman-Nath
regime. operation of an acousto-optic cell. As Bragg regime
operation is approached, either through an increase in acoustic
frequency ¥y or through a broadening of the acoustic beam,

? Strictly speaking, 5(x) is not an analytic signal as defined, but rather
the exponential representation signal sssociated with s(x). However,
the difference between the two is ignorable for the narrow-band case of
concern. See [24].




RHODES: AO SIGNAL PROCESSING

X
l’f‘l’.
+1
4 0
— ' — -
14 2
-1
Vb
o
o/ ]

Fig. 1. Acousto-optic cell showing directions and center frequencies of
diffracted waves.
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Fig. 2. Geometry for diffraction in Bragg regime.

the diffraction efficiency for normally incident illumination
diminishes, ultimately to an insignificant level. To observe
diffraction again, it is necessary to rotate the cell slightly in its
plane, as shown in Fig. 2, until the angle the incident beam
makes with the cell satisfies the Bragg condition:

6p =sin"! (A/2A) Q10)

where A is the acoustic wavelength. In this regime, only one
of the first order diffraction components is produced with
significant magnitude. For the case illustrated in Fig. 2, this is
the downshifted or -1 component at frequency (v - vy), and
the effective transmittance of the cell can be represented by?

tx, 1) = {1 +ja(x - Vi) exp [j2nfyx]
- exp [~/2nvot1} rect (x/W)
= {1 +j(})itx - Vn)} rect (x/W). ()

If the cell is rotated through g in the opposite direction, it is
the upshifted or +1 diffraction component that is produced,

3 A more accurate model would include s complex constant of propor-
tionality with the second term.
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and #(x, 1) can be represented by
t(x, 1) = {1 +ja*(x ~ V1) exp [~j2nfpx]
- exp [j2mvyt]} rect (x/W)
= {1 +j(5)F*(x - V1)} rect (x/W). a2)

As noted by Korpel [25], relatively large fractional band-
wid.hs for the complex modulation a(x - Vt) can be accom-
modated while good Bragg discrimination against other orders
is retained if phased array transducers are used. Bragg regime
operation is common in acousto-optic processing, particularly
since the 1960°s, because of the greater diffraction efficiency
that is generally possible. In particular, the modulation level
a(x - V1) can be increased significantly without the production
of complicating higher order diffraction components.

C. Phase to Amplitude Conversion

Essential for the operation of most acousto-optic processing
systems is the conversion at one stage or another in the system
of the temporal and spatial phase modulation of light,
represented by (1), into some form of temporal and spatial
modulation of light wave intensity. This can be accomplished
in several ways using the spatial filtering system of Fig. 3. The
cell is illuminated by a collimated beam of light; in the back
focal plane of lens L, appears the spatial Fourier transform of
t(x,1). Successful operation of the spatial filtering system
depends on the physical separation in the spatial filter plane of
the Fourier transforms of the three terms of (7). This separa-
tion is assured by the bandpass nature of s(x - Vt), and re-
quires only that the spatial bandwidth of the modulation
a(x - Vt) be smaller than f, (equivalently, that the cutoff
temporal frequency of a(x - Vt) be smaller than v,), a condi-
tion virtually always satisfied in acousto-optic cell operation.

Two principal methods of conversion are described. Addi-
tional methods are described in {26]. In the Zernike phase
contrast method, the optical phase of the undiffracted wave
from the cell is shifted by 90° by a quarter-wave plate on the
optical axis in the spatial filter plane. The result is an output
plane wave amplitude given by (from (4))

ulx, t) = {j +js(x - V)} rect (x/W),
with corresponding intensity, given by |u(x, 1)|?, equal to
I(x, )= {1 + 2s(x ~ V1) + s*(x - VD)} rect (x/W). (13)

As desired, this intensity distribution contains the signal term
s(x ~ Vt). The output of a small photodetector at point x in
the image plane will be proportional to I(x, t). Only s(x - Vt)
itself contains temporal frequency content about the carrier
frequency v, ; thus, if the detector output is bandpass filtered,
an output electrical waveform proportional to a delayed
version of v(f) can be obtained.

In the half-plane stop method, either the +1 or the -1
diffraction order is blocked in the spatial filter plane, with
the resultant output intensity (with a +1 order stop)

Ix, ) =11 +j(H)atx = V1)i? rect (x/W)
= {1 + })a?(x - V) + 25(0)} rect (x/W).  (14)

Again, a bandpass filter following the output of a small image
plane detector yields the modulation waveform, since the
second term is Jow-pass in nature, If the acousto-optic cell is
operating in the Bragg regime, no such filtering is required, the
second diffraction component being naturally suppressed.
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Fig. 3. Use of spatial filtering system to convert phase modulation to amplitude modulation.

It is important to note that neither complete temporal nor
complete spatial coherence is required of the wave illuminating
the acousto-optic cell in order for these conversion processes
to operate, and indeed this is true of most of the correlators
and convolvers to be discussed. This is evident if we consider
the effects on the spatial filter plane distributions in Fig. 3 of
enlarging the source of broadening its spectral bandwidth. In
either case, the result is a smearing out of the three diffraction
components in the Fourier plane. However, so long as these
distributions do not overlap spatially, the desired filtering
operation can still be performed. (For broad-band sources, it
is necessary to use achromatic wave plates in the phase shifting
methods.})

There are alternative methods for modulation conversion
that do not require spatial filtering. For example, Meltz and
Maloney note that simple propagation of the transmitted opti-
cal wave distribution through a distance Z.=A%/2A leads to
the same result as the Zernike phase contrast method dis-
cussed above, assuming satisfactorily small modulation band-
width [14}). In addition, if shear-wave acousto-optic cells are
employed (for example, TeO,), lensless conversion methods
using birefringent waveplates and polarizers can be em-
ployed [16]).

[fl. 1-D SPACE INTEGRATING CONVOLVERS
AND CORRELATORS

A. Notation and Basic Relationships

Given two real-valued distributions s,(x) and s;(x), we
desire to evaluate either their convolution or their cross
correlation. Since the two operations are related through
simple coordinate reversals, we concentrate on the cross corre-
lation, this being the operation of greatest interest in radar
and RF communications signal processing. Iu acousto-optic
processing, s, (x), $3(x), and, therefore, their cross correlation
are narrow-band signals— carriers modulated, in general, both in
magnitude and in phase. As we shall see, acousto-optic correla-
tors can be constructed to yield as output either the envelope
of the correlation function or the entire complex modulated
carrier.

Before considering specific examples of systems, we estab-
lish some basic notation and relationships for the correlation
integral. The cross correlation of real s; and s, is given by

(infinite limits are assumed unless otherwise noted)

R,2(1)=J-sl(x)sz(x*r)dx (15a)

=J-s|(x-1).rz(x)dx. (15b)

Following the notation established in Section I, we write

51(x)=a,(x) cos [ 27 fox + a; (x)] (16a)
= Re {7, ()} (16b)
59(x) = a5(x) cos [2mfox + az(x)]) (17a)
= Re {5,(x)} (17b)

where 5, and ¥, are the analytic signals associated with s, and
55, respectively. Exploiting the properties of the analytic
signal representation, one can write the correlation of real
waveforms s, (¢) and s, () in terms of a complex correlation of
5.(¢) and $,(1):4

R,,(r):(%)ke{‘[.?,'(x-T).'t",(x)dx} (18a)

=(1)Re {exp [i2nforljaf(x - 1)a,(x) dx} (18b)

= (4) Re {exp [j2nfo7] 13 (N} (18¢)
= () ria(7) cos (2nfoT + 6,2(1)] (18d)
where
ra( )= fc.*(x - 1)ay(x) dx (18¢)
N2 (T) = (r ()] (18f1)
012(7) = arg {r3 (1} (18g)

“The proof is relatively easy if it is remembered that the snalytic
signal contains only positive frequency components.
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Fig. 4. Nonheterodyning correlator/convolver with single doubly diffracted component incident on
pinhole detector.

It should be noted that a; and a, can represent real baseband
signals (which are placed on a carrier for acousto-optic modu-
lation) if &, and a, equal zero or pi. In that case, Ry,(1)isa
pure amplitude-modulated carrier with the amplitude convey-
ing the correlation of @, (x) and a4 (x).

B. Nonheterodvning Space-integrating Correlator

In the traditional form of acousto-optic correlator, the inte-
gral of (15) is an integration over a spatial coordinate. As a
first example of a space-integrating correlator, consider the
system of Fig. 4, which evaluates the square of the correlation
envelope r (7). The acousto-optic cell can be operated in the
Bragg regime, though we assume Raman-Nath operation in
our analysis. The complex wave amplitude of the cell is as-
sumed to be given by (I) with s(x - Vt)=s,{(x~ Vr}. The
spatial filter mask in plane P, is constructed to pass only the
frequency-upshifted +! diffraction component, and the wave
amplitude incident on the mask in plane P, therefore has the
form (note that the sense of the x-axis has been reversed in
this plane, consistent with the inversion undergone in imaging
plane P, to plane P,):

uinc(x,t)=(%)§','(x- Vi) rect (x/W). (19)

The mask itself, which may be a phototransparency, is repre-
sented by amplitude transmittance

tm(x)=[1+55(x)]
=[1+HHE+(HIT. 20)

The absence of a factor j in the second and third terms is
consistent with the amplitude modulation characteristics of
photomasks.

The wave transmitted by the mask has complex amplitude

Herans(X, 1) = Mjac(x, 1) 8, (x)
= {DHirexe- v+ DIt - Vhim

+($)F(x - VOF(x0)) rect (x/W). (2n

To within a quadratic phase factor, the final lens Fourier
transforms this distribution and the pinhole samples the
resultant transform distribution at the origin, i.e., at zero
spatial frequency. Of the three terms of (21), the first con-
tains spatial carrier term exp [-j2nfo x| and the third contains
exp [~j2n2fox}. Only the second term, corresponding to a
doubly diffracted wave component, has spatial frequency
content about zero spatial frequency, and the wave amplitude

)
s (xe+Ve)
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Fig. 5. Functions involved in correlation operation.

at the pinhole is thus given by
Upinhotel!) =(% )Ii’f(: - Vs (x)rect (x/W)dx. (22)

Except for the window function. this function is proportional
to ry3 (Vi) exp [j2mvgt]. The detector output ig(?) is propor-
tional to the wave intensity |u‘,m",|.|2 . thus to the extent
that the windowing effect of the finite cell length can be
ignored (and dropping a proportionality constant),

gt = rig(ve). 23

It should be noted that this system requires illumination from
a point source because of the pinhole detection arrangement.
The source may, however. have broad spectral bandwidth,
subject to the spatial filtenng requirements in plane P, .

In a closely related system, the photomask is replaced with
a second acousto-optic cell, driven from the bottom. Taking
the axis inversion into account, the mask transmittance then
becomes

tm(x. 1= 1 +jiy(x + VO +/i](x + V). (24)
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Fig. 6. Heterodyning correlator/convolver with zero and +1 diffraction component imaged on
reference mask 2,y(x).

Proceeding as before, we find the detector output to be pro-
portional to r3,(2 V1), or, if the sound velocities are different,
to r2, [(¥, + V;)¢t], where the meaning of V,, V, is obvious.
Two-cell systems are convenient in that no photomask record-
ing is required. It should be noted, however, that if such a sys-
tem is to be used to correlate electrical signal waveforms
vy (1) and v, (1), it is a time-reversed version of v, (r) that must
drive the second acousto-optic cell. (This can be seen by con-
sidering the form of the spatial pattern induced in the cell
that results, e.g., from a frequency-chirped input signal.) In
certain cases a time-reversed version of v, () may be difficult
to produce.

Window-imposed limitations on space-integration correlator
(and convolver) operation are illustrated with the help of
Fig. 5, which shows (a) the signal s, (x - ¥t) moving past the
window function, (b) the stationary phototransparency signal
s5(x), and (c) acousto-optic signal s,(x + V1) moving under a
window. In order for the window to be ignorable, signal s, (x)
must be no wider in extent than window width W. For
matched filtering operations, this means that the duration T of
the signal to be filtered should not exceed the acoustic transit
time across the cell W/V. As noted earlier, this transit time
rarely exceeds several tens of microseconds. For signals of
greater duration, only partial correlation is possible with the
space-integration method.

C. Heterodyning Correlators

With only minor modifications, the system of Fig. 4 can be
made to yield the complete phase-bearing correlation function
R,2(*) as output, not simply its envelope r,(). Processors
that do this are generally referred to as heterodyne processors,
since the information-bearing carrier is produced by the hetero-
dyne mixing of two optical waves at the detector. For the
example shown in Fig. 6, we allow the zeroth order to be
passed by the spatial filter and replace the pinhole in front of
the detector with an off-axis opening to pass one of the dif-
fraction components. For analytical convenience we also
introduce a 90° phase shift in the +1 diffraction component,
although this is not essential. Proceeding as before but includ-
ing the zeroth-order diffraction component, we have for the
wave field transmitted by the mask

Ugrans(x. 0 = {[1 +(HHTPx ~ V)

1+ (DH )+ ($)FF01) rect (x/W). (25)

Of the various product terms, only the singly diffracted com-
ponents (%)i’,‘(x ~ V1) and (%)i’,‘(x). both of which contain
spatial carrier terms exp [-j2mfox], travel in the correct

nominal direction to pass the detector plane mask. Thus so
far as the detector is concerned, we need consider only the
wave field

ug(x, 1) = {(H5Fx - V) + ($)FF(x)} rect (x/W). (26)

Since the detector responds only to the time varying energy
flow in this wave field, we can write for iz(¢), the detector
output,

ig(t) = flud(x, 0|? dx
= (%)J- {F¥(x ~ VO)I? rect (x/W)dx
+(H fl's"{(x)lz rect (x/W) dx

+ (%) Re {J-?,'(x - V)5, (x) rect (x/W) dx} .2

The third term is, again to within limitations imposed by the
window function rect (x/W), the desired cross correlation
R3(V1). Since Ry, (V1) rides on a temporal frequency carrier
Vo = Vfo. it can be separated by bandpass filtering from both
the second term, which is at dc, and from the first term, which
is a baseband term with twice the bandwidth of the modula-
tion a, (). As before, a second acousto-optic cell can be used
for the signal s, as well.

A characteristic common to all heterodyning correlators and
convolvers is the mixing at the detector of light waves with
optical frequencies in two distinct bands (in the sbove case
separated nominally by vy). In an alternate scheme described
by Sprague in a review of acousto-optic correlators [27], the
basic system of Fig. 4 is used, with the spatial filter passing the
+1 and -1 diffraction components from the acousto-optic cell
(shifted by tp,, respectively) and blocking the zeroth order.
The complex amplitude of the light wave transmitted by the
mask is proportional to

Ugeans(x, 0 = {[(})Fy (x - V1) + ()i (x - VD
1+ (D00 + (TP} rect (x/W).

In this case, only the product terms (})#, (x - V0)#3(x) and
( } )7 (x - Vt)§,(x) have nominal propagation directions along
the z-axis. Thus the complex wave amplitude st the on-axis

(28)
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Fig. 7. Proximity imaging, or compact correlator/convolver: (a) basic system; (b) diagram showing
relative optical frequencies and origins of components that reach detector.
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Fig. 8. Fourier plane heterodyne processor: M = mirror and BS = beamsplitter.

pinhole is given by
Upinhote(?) = (%) f[i'.‘(x - V)3 (x)

+5,(x ~ V1)57(x)) rect (x/W) dx

=D Re{'[i','(x - V1) 3,(x) rect (x/W) dx} .

29)

Ignoring the window effect, this is the desired correlation. The
detector, responding to the intensity of the light at the pin-
hole, has output

ig(0) =[R2 (VDI = r3, (V1) cos? [2mwgt + 85 (VD))
= (1) (V) + (3)rd (vT) cos [2m20t + 20,5 (VD).
(30)

The second term, on a carrier, can be extracted by bandpass
filtering. Some additional processing is required to obtain
ri2(Vt) and, if desired, 8,5 (V) as final outputs.

A number of heterodyne correlators have been described
that do not require the careful imaging of the acousto-optic
cell onto the phototransparency that is characteristic of the
systems of Figs. 4 and 6. An example is illustrated in Fig. 7.

In this case the cell and mask are assumed to be sufficiently
close together that they can be characterized by the product
transmittance

torod(x, 1) = 1(x, £) 1, (x)
= {11+ () exp 1j813,(x - V1)
+ (L) exp 1815 (x - V1))
1+ 3)FH ) + (DFFE ) rect (x/w).
(31)

The phase factor exp (j@], which depends on the distance
separating the mask and the acousto-optic cell, is chosen for
convenience in analysis to equal -j. (For some other choice,
the phase of the carrier of the cross correlation function
changes.) With normally incident illumination of the acousto-
optic cell, the light that passes the detector plane mask corre-
sponds to the product terms containing spatial carriers of the
form exp [j2wfyx], or the terms (%)i’. (x - Vt) and (i—)i’,(x).
The energy flux associated with these two waves, which
governs the detector output, is given by

ig() = J‘I(%)'i’, (x- V) + (1})3‘,(1:)]z rect (x/W)dx (32)

which evaluates to the same form as (27).
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In order for this kind of correlator (sometimes referred to as
a compact configuration correlator) to function correctly, it is
necessary that the basic form of the wavefield transmitted by
the acousto-optic cell not change significantly over the propa-
gation distance separating cell and mask. This in turn imposes
constraints on that distance and on the bandwidth of the com-
plex modulation a,(-) [14]. This kind of processor geometry
has been exploited extensively by researchers at the Harry
Diamond Laboratory with planar Bragg mode acousto-optic
processors, typically with a second, reverse direction acousto-
optic device replacing the phototransparency [28].

D. Fourier-Plane Heterodyne Processing

We close this section with a description of one additional
type of space-integrating optical processor, investigated by
Whitman et al. [15], that emphasizes the diversity of ways in

' which acousto-optic cells can be employed for signal filtering.
Shown in Fig. 8, this system places the detector in the Fourier
transform plane of the acousto-optic cell, behind a mask that
passes only the -1 diffraction component. Incident on the
detector are two wave distributions, one given by the spatial
Fourier transform of the distribution §;(x - V1), the other—
referred to as the local oscillator (L.0.) wave—being deter-
mined by the nature of the optical system in the second arm
of the optical system. Letting £ denote the Fourier plane co-
ordinate and denoting the L.O. wave (for reasons that will be-
come clear) by (-% )§;(—£), we thus have for the wave amplitude
at the detector

ug(t, )= (H§® exp [-2mEve) + (H 35 33)

where §,(§) exp [-j2rEV1] is the spatial transform of signal
distribution §, (x - Vt). The detector output is given by

iqlt) = flud(s, n)? d¢ (34)
which, by Rayleigh’s theorem, can be written as

ia(t) = J-I(%)F. (x- Vv + (D57 01? dx
=P fl?,(x— vni? dx+(%)f|f;(x)|2 dx

+(DH Re{fi’, (x- Vt)?,(x)dx} 35)

where ¥,(x), the inverse spatial transform of 52(5), is the
analytic signal associated with real signal s4(x). The first term
of (35) is at baseband, the second at dc. The propetties of
analytic signals are such that the third, or ac term, denoted
ige(?), has the form of a convolution,

inc(t) = J $,(x = V)5, (x) dx. (36)

As a function of time, this term represents a filtered version of
the input signal waveform v,(f), with the filter impulse re-
sponse being governed by the function s, (x).

As noted in [15], a signal u(?) =cos 2my,t input to the
acousto-optic cell produces a single spot of light, downshifted
in frequency by v,, at point £ = , on the detector. This spot
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mixes with the wave §;(— §) at point £ = §; to produce an out-
put beat signal. This beat signal is itself sinusoidal at frequency
Vs, however, its magnitude and phase are governed by the
magnitude and phase of the L.O. wave at point £,. Thus, §, &)
plays the role of a transfer function, leading to an alternate
point of view of the processor. In [29], Korpel establishes
various basic relationships between this transfer function point
of view and the convolution point of view. Recently Florence
and Rhodes [30] have described a generalization of the
Fourier plane heterodyne processor wherein the L.O. wave
field varies in optical frequency as a function of Fourier plane
coordinate £. The mixing processes that result lead to signal
input-output relationships described loosly as a nonlinear
mapping of signal frequency components. The method can be
used for certain kinds of bandwidth compression and
expansion.

[V. 1-D TIME-INTEGRATING CONVOLVERS
AND CORRELATORS

A. Introduction

Acousto-optic processors are well suited to wide-band signal
processing, with acousto-optic correlators being particularly
applicable to radar signal processing. Situations arise, how-
ever—for example, in direction finding of noise-like sources—
where correlation times exceeding the transit time of the
acousto-optic window are desirable or necessary. Extensions
of the basic space-integrating methods discussed above have
been investigated where correlation times are increased by the
use of multiple cells with delay lines and by the use of folded-
path acousto-optic devices [31]. Especially important in ex-
tending the capabilities of acousto-optic devices has been the
development of an alternate class of acousto-optic processors,
known collectively as time-integrating processors, that allow
integration times of the order of tens of milliseconds and
greater [32]-[41].

B. Two-Cell System

We begin with a description of the first processor of this
class to be developed, reported by Montgomery in [32] and
illustrated in Fig. 9. Because time-integration processing is
characterized by integrations with respect to time rather than
space, we modify our point of view from that taken in the
previous section and emphasize ¢, the integration variable, by
writing the acousto-optic cell transmittance directly in terms
of the driving signal waveforms, v, (¢) and v,(t). For con-
venience of notation we also move the x-axis origin from the
optical axis to the bottom end of the cells. Under these cir-
cumstances, we can write (omitting a modulation proportion-
ality constant and the window function)

t(x, )=exp [jv, (¢~ x/V)] (37s)
=1 +ju, (¢ - x|/ (37)
ty(x,t)=exp [jv,(t +x/V - T)) (38a)
21 +jug(t+x/V-T) (38b)
where
vy (£) = b, (1) cos [2mvy + B, ()] (39)
va(2) = b, (1) cos [2mvgt + B4 (D). (40)

In (38) the + sign denotes the reversed sound wave propaga-
tion direction, and T is the cell transit time W/ V.
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Fig. 9. Example of a two-cell time-integrating correlator/convolver. Rays show directions of principsl
diffraction components.

As before, we introduce the analytic signal representations
for vy, vy, writing

v, (1) = Re {7,(1)} 41)
va(t) = Re {#,(1)} (42)
where
Uy (£) = by (1) exp [/B1 (1)) exp [j2myot] (43a)
=b, (1) exp [j2myyt) (43b)
U2(1) = by (1) exp [B2(1)] exp [ 24w 1] (44a)
= b, (1) exp [j21y,y1]. (44b)

In terms of the analytic signals, the transmittance functions
become

t (e, 0= {1+ (38, (- x/VI+iHTTE - x/V)} (45)
ta(x, 0= {1 +j(})0 ¢ +x/V- T +j(})T3¢ +x/V - D}
(46)
Although the notation has been changed from that of Section
I11, it is important to note that the analytic signal terms v, , ¥, ,
U7, and 97 correspond directly to the acoustic wave terms
%,,5,, 57, and §7 of earlier analyses. Specifically, as functions
of x they lead to the same diffracted wave components as be-
fore and can be filtered out by appropriate spatial filter plane
stops.

As a function of the real signals v, (t) and v,(t), the cross-
correlation function R,;(7) has the form

Ryy(n) = Ju,(r - Pua(t) dt 47

which in terms of the analytic signals can be written as
Ry(n= (-%) Re{J. - 15,0 dt} (48a)

= () Re {exp (/2a007] 13 (1)} (48b)

where

ra(n= f bi(t~ 1) by(0) dt. 49

In practice, the two cells of Fig. 9 are typically operated in
the Bragg regime with, for example, cell 1 being rotated

clockwise and cell 2 being rotated counterciockwise through
the Bragg angle. Under these circumstances, the conjugated
terms of (45) and (46) are suppressed, and the product
transmittance has the form

tproa(x, 1) = [1 +j(3)0, (- x/ VN1 +j(3)T (e +x/V - T)].
(50)

If the cell pair is illuminated by a nominally collimated light
beam, the pair of openings in the pupil plane mask pass
only diffraction components corresponding to the terms
i(-;—)ﬁ'l(t- x/V) and i(%)ﬁz(t +x/V - T), with a resultant de-
tector plane intensity distribution given by

Ig(x, ) = 1j($), (2 - x/V)+ ()T (e + x/V - TH?
=15, e- M2+ D 1T +xV- D2

+ (D Re (TP - x/VT e +x/V-TH}. (5D

The detectors in the output plane array perform the integra-
tion with respect to time, integrating charge at a rate propor-
tional to the incident light intensity. Thus letting £ 4 7 denote
the light energy delivered at point x on the detector array
during an interval of time T, the output of the integrating
detector at x is proportional to

b3t +x/V - T)dt
AT

bi(t - x/V)dt +(})
AT

Ear(x)= (%)

+($) Re {j Uit - x/V)Ua(t +x/V - T) dr}.
AT

(52)

To the extent that AT can be assumed infinite, the first two
terms of this expression evaluate to constants and the third to
the desired correlation; thus,

EAT(X) = bias + Ry2(2x/V - 7). (53)

In practice, integration times are limited by dark current,
which ultimately saturates the linear response of integrating
photodetectors. Nevertheless, as suggested earlier, integration
times of tens of milliseconds are possible with low noise CCD
photodetector arrays, and these times can be extended by
post-detection digital integration. The acousto-optic window
no longer limits the signal duration, but it does impose a
restriction on the correlation variable 7, limiting it to the range
0 <7< W/V. This restriction can present difficulties in certain
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Fig. 11. Single-cell time-integration system. Dotted line in spatial filter denotes phase shifter.

areas of application when, for example, relative time delays
between signals are unknown. Perhaps the major limitation
of time-integration processors is the presence of the bias terms
that attend the desired correlation function. These terms also
drive the integrating detectors toward saturation and, because
they are signal dependent (both as functions of time and of
space), may be difficult to compensate with post-detection
processing. In spite of these bias terms, however, excellent
processing gain is achievable with time-integration methods
when applied to matched filtering operations [27].

A possible drawback of the two-cell system just discussed
relates to a phenomenon known as zeroth-order depletion.
The basic idea is illustrated graphically in Fig. 10, which shows
a bandpass acoustic wave diffracting light in the Bragg regime.
Where the acoustic wave is weak, low-efficiency diffraction of
the incident beam has relatively little effect on the intensity
of the undiffracted component of the output. With high dif-
fraction efficiency, however, a sufficiently large fraction of
the incident wave is diffracted that the zeroth order—that part
of the wave field that is to be diffracted by the second cell—is
modulated both temporally and spatially rather than being
constant. High diffraction efficiency operation results in
reduced accuracy because of this phenomenon.

C. One-Cell System

Fig. 11 shows an alternate time-integration correlator, of
a type described by Turpin [34] and by Kellman [35], that
overcomes the zeroth-order depletion limitations of the two-
cell system and is generally simpler to implement. The acousto-
optic cell, illuminated with light from an LED or laser diode,
is driven from the top by signal vy(f) and imaged onto the
integrating detector array. The spatial filter plane mask shifts
the phase of the zeroth order by 90° and blocks the frequency-
downshifted diffraction component. The intensity of the

illumination is modulated by signal va(?), such that
Tinem(1) = B + vp(1), (54)
where B is a bias sufficiently large to keep the sum [B + vy(¢))
nonnegative. The detector plane intensity is thus given by
Ig(x, 0= Lnm(O|1 + (3010 - x1V) P
= [B+ vy {1 +(§)03(r - x/V) + vy (e - x{V)] (59)

with associated time-integrated intensity

EAT(X)=BAT+ {BU](' - x/V)
AT

+uy()[1 +()b3 (¢ - x/V)} dt
+f vy (t - x/V)ua(t) dt. (56)
AT

The first term in this expression is a spatially uniform bias,
which builds up with the integration time AT the second term,
being governed by an integrand at the carrier frequency Vg, is
negligable for AT >> 1/vp. The third term, for AT sufficiently
large, is the desired correlation R;2(*) as a function of x/V.

D. One-Cell System with Electronically Inserted Reference

We note briefly a method suggested by Kellman for increas-
ing the versatility and convenience of time-integration acousto-
optic processors. The system employed is a simple modifica-
tion of that of Fig. 11, in which input signal v,(¢) is replaced
by signal

vi(1) = by(f) cos [2M(vg +w,)t + By(N] + A cos 2met (57)

obtained from v,(t) by shifting the carrier frequency by an
amount v, and adding a cosine signal at that same frequency.
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With vi(f) as the input, the acousto-optic cell transmittance,
assuming Bragg regime operation, is given by

t(x, 1) =1 +j[A+()0s(t - x/V)] exp [ 2mv. (2 - x/V)). (58)

ne cell is illuminated as before by the modulated diode and
imaged, this time with a zeroth-order stop. The resultant
detector plane intensity is given by

Ig(x, ) = [B + va())| A + (P (2 - x/f
= [B+ v (D1 [4% +()bi(t - x/V) + Av, (¢ - x/ V).
(59)

Assuming AT >> 1/, the associated time-integrated intensity
is approximated by
v (t - x/V)vy(t) dt

Ear(x)=A’BAT+ A j (60)

AT

which is similar to the results for the previous system (which
corresponds to setting A equal to unity), but now the ratio of
the correlation term to the bias term is proportional to 4~
and can therefore be adjusted for optimum system perfor-
mance [40].

E. Linear Intensity Modulation Method

As our final example, we describe a time-integration cor-
relator/convolver that represents a significant departure from
the other systems—both time-integrating and space-integrating—
that we have considered to this point. The scheme, described
by Sprague and Koliopoulos [33], relies on characteristics of
acousto-optic cells operating in the Bragg regime at high dif-
fraction efficiencies. For an acousto-optic modulator with
sinusoidal driving signal v(z) = b cos 2mv,¢, the intensity of the
diffracted wave I4ir¢ for Bragg regime operation is given by
Isitt = Lijum sin® (Kb), where Ijum is the intensity of the
incident light and K is a constant. For low diffraction effi-
ciency, Kb << 1 and I4¢r is approximately equal to (Kb)*,
consistent with our earlier analyses. In Sprague’s scheme, the
driving signal is of the form uv(f) = [bo + b(2)] cos 2m,t,
where by is chosen so as to place operation in the linear por-
tion of the sin® curve; i.e., Kbo =m/4. Under these circum-
stances, the diffracted wave, modulated both temporally and
spatially, has the form

Igigr(x, ) = Iipum sin® [K(bo + by(t - x/V))]
= Im [(3) + Kbs(¢ - x/V)].
The illuminating beam is modulated according to
Lium(£) = B + by (1)

and the acousto-optic cell is imaged onto the detector plane
with only the diffracted component passed. The resultant
detector plane distribution is thus

Ig(x, )= [B + ba(D) [($) + Kby(t - x/V))
with integrated intensity

(61)

(62)

(63)

Ear(x)=(}) BAT + f [(3)ba(1) + KBb(2 - x/V)) dt
AT

+KJ- by(t- x[V)ba(t)dt  (64)
AT

15

Fig. 12. Cross-ambiguity processor: Input cell geometry.

which consists again of a bias plus the desired correlation term.
Because Kb,(t) is small, the signal-to-bias ratio of the output
distribution is itself relatively low.

V. EXTENSIONS TO TwO DIMENSIONS

Although the great majority of acousto-optic processors have
1-D inputs and 1-D outputs, certain 2-D processing operations
are possible. The classic example of 2-D acousto-optic pro-
cessing involves the use of astigmatic imaging systems to allow
multiple 1-D correlations or convolutions to be performed in
parallel in a channelized system [3]. Systems employed are
straightforward extensions of the space-integrating systems
discussed in Section III, but the image of the 1-D acousto-
optic cell signal s(x - Vt) is spread out in the y-direction to
illuminate a mask transparency that varies not only with x but
also with y. The single output plane mask and detector be-
come multiple masks and detectors at different distances
above the x-axis.

A reasonably sophisticated 2-D acousto-optic processing
operation on a pair of 1-D signals is the evaluation of the cross-
ambiguity function. Given two analytic signals v;(t) and v,(?),
their cross-ambiguity function is given by

Y2(1, V) = JF?(t—r)t?z(t) exp [j2mvt] dt (65)

which can be viewed as the complex correlation of vy(f) with
a frequency-shifted version of vU,(f). A space-integration
acousto-optic implementation, described by Said and Cooper
[42], is explained with the help of Fig. 12. The two real band-
pass signals v,(¢) and v, (t) are input to a pair of crossed cells,
with propagation directions at 45° to the x-y axes. The com-
plex amplitude transmission of the acousto-optic cell pair is
given by (ignoring the effect of the window)

touie (X, 7, )= [1 +j51 (V2 [x +y - V1]))
“[1+js3(V2x-y- VD] (66)

The cell pair is illuminated with 8 nominally collimated light
beam and imaged, with all but one (doubly) diffracted wave
component being stopped by a spatial filter plane mask. The
transmitted component has the form

Ugrana(X, ¥, D = iP (V2 [x +y - Vi))ai(\/2 [x - y - V1)),
(67)

To pass this component, the spatial filter must consist of an
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Fig. 13. Time-integration cross-ambiguity processor schematic.

opaque mask with an opening shifted vertically off axis. The
wave distribution uegaas(x, ¥, ) is now acted on by an astig-
matic lens system that images in the vertical direction while
Fourier transforming in the horizontal direction [3]. The
resultant output wave amplitude is given by

Uoutlu, y, 1) = fs“,‘(\/z'[x +y - VD& (V2x -y - V1))

-exp [j2mux] dx (68)

which equals 7,2(2 /2 y, u), as long as both signals are within
the aperture. The observed intensity is the squared modulus
of this distribution; if phase is to be preserved, interferometric
means can be used.

An area of considerable current interest is the application of
time integration acousto-optic techniques to 2-D signal pro-
cessing applications [34], [37], [39). We illustrate with a
system described by Turpin [34] for cross-ambiguity function
calculation. Fig. 13 is a schematic representation of this sys-
tem, greatly simplified to illustrate the concept, not the optics.
(The actual system is too complicated optically to illustrate
easily, requiring a combination of spherical and cylindrical
lenses as well as spatial filtering masks to remove unwanted
diffraction components.) Light from the laser source, split by
a beamsplitter, travels through two subsystems to be recom-
bined interferometrically in the output plane. In the upper
subsystem, the laser beam is first modulated in complex am-
plitude by an acousto-optic modulator, which is driven by
narrow-band signal v;(¢). The output of the acousto-optic
modulator is a light beam (a single diffraction component
from the cell) with complex amplitude v,(r). This beam is
expanded in the horizontal, or x direction and recollimated so
as to illuminate the entire width of the second acousto-optic
cell. The output of this second cell, which is driven by signal
vy(?), is expanded and recollimated in the vertical direction
and imaged with appropriate spatial filtering in the horizontal
direction. The result in the output plane is a complex wave
amplitude distribution given by vf(¢ -~ x/V)v,(¢f). Note that
as a function of output plane coordinates this distribution
varies only in the x direction.

Also incident on the output plane is the light wave produced
by the second subsystem. This wave is planar and is incident

at an angle that varies linearly with time in the y direction and
is constant in the x direction. Such a wave, described analyti-
cally by exp [-j2mayt] exp (-j2nfx], where a and f are con-
stants, can be produced by driving the third acousto-optic cell
with a sinusoid that is ramped linearly in frequency—a chirp.

The interference of the waves from the two subsystems pro-
duces the intensity distribution

Ia(x, v, t) = {0F(t - x/V)i2(t) + exp (-j 2nayt)
- exp (-j 2nBx) *
= ot - x/VIo (O + 1
+ 2 Re {exp (j2max)ui(t - x[VIva(t)
- exp (j2mBy1)}. (69)

If this distribution is integrated with respect to time, the third
term yields

2 Re {exp (j2max)v¥(t - x/V)6,(t) exp (j2nfy1)}.

Assuming that the constant « is sufficiently large, this distribu-
tion takes the form of a sinusoidal fringe pattern whose magni-
tude and phase carry the magnitude and phase of the cross-
ambiguity function. Specifically, assuming AT to be large, the
integrated output intensity is given by

Ear(x,y) = bias + 2|¥1,(x/V, )|
* cos [2max + arg {¥12(x/V, ¥)}. (70)

It should = noted that the accompanying bias distribution is
a function of spatia] variable x. However, this distribution
is spatially low pass in nature. If the output distribution is
scanned with a television camera (the camera itself performing
the time integration), the output video signal will contain a
low-pass component, which can be filtered out, and a bandpass
component, which conveys the desired ambiguity function.
The tilting plane wave from the lower subsystem must be
“restarted” periodically. Assuming it switches back to its
starting angle instantancously, there are certain values of y for
which the optical phase of the wave changes continuously with
time., For other values of y, however, the phase function
exp [~/ 2nfyt) has periodic discontinuities as a function of time.
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Fig. 14, 2.D triple product time-integration processor. Spatial filtering masks not shown.

Only for those values of y for which the wave phase changes
continuously as a function of time is the desired ambiguity
function produced. In essence the periodic tilts of the plane
wave introduce a comb filter effect in the signal analysis. The
total number of discrete frequencies represented by the comb
can be shown to equal the time-bandwidth product of the
third acousto-optic cell.

The scheme just described is complicated somewhat by the
interferometer nature of the system. Not only must a laser
be used as the light source, but system construction must be
interferometrically stable. Kellman has investigated a class of
2-D time-integration processors based on a simpler, imaging-
type architecture {40]. Fig. 14 shows the basic form of such
systems. In essence, the two acousto-optic cells of the system
are imaged onto each other and onto the output plane, which
contains a 2-D array of integrating photodetectors. Intermedi-
ate spatial filtering, not shown in the figure for simplicity,
leads to a term in the output plane intensity distribution that
is given by

Kx,y, t)= v{t)va(t - x/V)va(t - y[V). )

The integrated intensity, as a function of x and y, is thus given
by

Ep(x,y)= bias+f v () va(t - x/VIva(e~ y/V) de. (72)
AT

Depending on the form of vy(?), vy(f), and vs(?), this system,
refered to as a triple product processor, can be used for cross-
ambiguity calculation or for large time-bandwidth product
spectrum analysis (see [18]).

We close this section with a description of a 2-D image pro-
cessing technique currently under investigation by the author
[43] that can be performed using acousto-optic devices, The
operation of the overall system is shown schematically in
Fig. 15: f(x,y) represents the input image and h(x,y) the
spatial impulse response; the output g(x, y) is given by the

Hay) | et S| eLecTmicaL Y oureur wixy)
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Fig. 15. Image processing system.

2-D convolution g(x, y) = f(x, ¥) ® h(x, ¥). An essential feature
of the system operation is the conversion (invertible through
sampling relationships) from 2-D to 1-D signal representations
and back again. The acousto-optic system employed for input
and output conversion serves the purpose of producing a set
of sinusoidal fringes. These fringes, with intensity Ip(x, y; 1) =
1 + cos (wot + 2m(ux + vy)], result from the interference of
light from a pair of mutually coherent light spots. These light
spots are scanned in orthogonal directions by acousto-optic
beam deflectors to produce fringes of controllable spatial fre-
quency. Depending on the relative temporal frequencies of the
two spots (also determined acousto-optically) the fringes may
be stationary (wg = 0) or moving with constant phase velocity
((A)o #* 0).

Consider the input conversion operation first. We assume
that the image to be processed f(x, y) exists as the intensity
transmittance of a photo transparency. (It is significant that
f(x, ) is the intensity transmittance, as opposed to the com-
plex wave amplitude transmittance, of the transparency, for
this means that the system is insensitive to such things as
emulsion thickness variations and the severely limited dynamic
range of wave amplitude spatial light modulators.) This ptoto-
transparency is transilluminated by the fringes and the trans-
mitted light collected by a large photodetector. The detector

“
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output is given by
sq(1) = ff(x,y)lf(x.y;t)dx dy. (73)

This signal consists of a dc bias plus an ac term, at frequency
Wy, given by '

sp(0) = {F(u, v)| cos [wo! + arg {F(u,v)}]
= Re {exp (-jwo ) F(u,v)} (74)

where F(u,v) denotes the 2-D Fourier transform of f(x,y).
As u and v are varied by changing the inputs to the acousto-
optic beam deflectors, sp(f) conveys sequentially on a temporal
carrier the magnitude and phase of the spatial transform of
f(x,v). In practice, u and v are scanned in a raster or spiral
scan so as to effectively sample the entire transform F(u, v).
Scanning is sufficiently slow that sp(1) is a narrow-band signal.

The electrical signal waveform s,(f) can be generated in the
same way or it can be stored. In any case, we assume it to
have the form

sn(1) = |H(u, v)| cos [wet + arg {H(u, v)}] (75)

where u and v are again scanned with time (u = u(t), v = uv(r))
and where H(u,v) is the 2-D Fourier transform of impulse
response h(x, y).

The electrical processing system of Fig. 15 consists of an
analog multiplier followed by a bandpass filter tuned to the
double frequency 2wgy. The output of the filter thus has
the form

5¢() = |G (u, v} cos [2wq? +arg {G(u, v)}] (76)
where
G(u,v)=F(u, v H(u, v) (77)

ie., sg(t) conveys the magnitude and phase of the product of
the transforms of f(x, y) and h(x, y) and, therefore, corre-
sponds to the time-signal representation of the desired output
g(x, y).

In order to produce output intensity distribution g(x, y)
from signal waveform s4(f), a second, synchronized acousto-
optic system is used to produce a fringe pattern of the form

Ie(x,y,1) =G (u, v)| {1 +cos [2m(ux +vy) + arg {G(u, v)}1}
(78)

where u and v are implicit functions of time. Noting that an
integration with respect to time corresponds to an integration
with respect to u and v, the time-integrated intensity distribu-
tion fl,(x,y) dt is easily shown to equal a bias plus the (real)
distribution g(x,y). Contrast is low, but computer simula-
tions have shown it to be adequate for many applications.

V1. CONCLUDING REMARKS

This paper has surveyed the major techniques developed to
date for effecting signal convolutions and correlations with
acousto-optic devices. The emphasis has been on a Fouier
optics point of view; distinctions between different possible
modes of operation—Bragg regime, Raman-Nath regime, linear
in wave amplitude, linear in wave intensity, phase preserving,
etc.—have received major emphasis in hopes of avoiding pos-
sible confusion. Although the treatment is by no. means ex-
haustive, it should serve as an adequate basis for an under-
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standing of most of the literature in this field. The support of
the U.S. Air Force Office of Scientific Research for much of
the author’s research in acousto-optic signal processing is
gratefully acknowledged.
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III. THE FALLING RASTER IN TIME-INTEGRATION FOLDED SPECTRUM
ANALYSIS

[An excerpt from "The Falling Raster in Optical Signal )
Processing,* to be published in Iransformations in Optical Signal
Processing, W. Rhodes, J. Fienup, and B. Saleh, eds. (SPIE,
Bellingham, 19823 Volume 2 in Advanced Institute Series).]

In optical processing we usually associate the falling raster
with space-integration folded spectrum analysis. However, it also
plays a critical role in the folded spectrum analysis of 1-D
signals using time-integration optical processing methods [11-181].
In this section we consider this aspect of the falling raster,
starting with what we have found to be an extremely useful analagy
between time-integration optical spectrum analysis and incoherent
holography.

A. Incoherent Holography Analogy

In Fig. 9a we show a conventional coherent optical spectrum
analyzer with falling raster input and folded spectrum output.
Consider now the situation shown in Fig. 9b, where the raster
recording., rather than being uniformly illuminated, is scanned,
line by line. Clearly a folded spectrum cannot result from such
an operation, since at any time wave intensity in the back focal
plane of the lens is uniform. If, however, as shown in Fig. 9c, a
reference wave, mutually coherent with the scan wave, is
introduced by focusing a spot off axis in the raster plane, the
output-plane intensity will at any time consist of a sinusoidal
fringe pattern. If photographic film in that plane integrates the
incident intensity pattern as the raster is scanned, the result
is, in most aspects, equivalent to a Fourier transform holaogram of
the raster record. Specifically, each sample value along the
raster (and, therefore, each sample in time of the waveform f(t))
is mapped into a sinusoidal fringe pattern whose amplitude (and,
if the raster is complex-valued, phase) is determined by the
{(complex) amplitude of the sample. So long as the focused
reference point is sufficiently far off axis, each such fringe
pattern is characterized by a unique spatial frequency.

In Fig. 9d, the situation is similar, except that now the
raster record has been removed and the scanning beam is modulated,
e.g., by an electro-optic modulator, as it scans. So long as the
scanning beam is modulated in time in the same way as it would by
transmission through the raster recording itself, the result in
the output plane is the same time-integrated fringe pattern as for
Fig. 9c. Note that an identical time-integration pattern will
result if it is the scannaed light spat that has the constant
amplitude and the non—-scanned spot that varies as f(t). Indeed,
one beam can vary in amplitude as a(t) and the other as b(t),
again with the same result, so long as a(t)bi(t) = §(t).

The system of Fig. 9d contains all the essential features of
an interferometric 2-D time-integration spectrum analyzer for 1-D
signals: a scanner executing a falling raster, a msodulator, a




reference source, and a time—-integrating detector to record or
otherwise measure the integrated fringe pattern that builds up
with time in the output plane. In practical systems the detector
is a CCD array or a TV-type caméra.

The resemblance the output of this system bears to a Fourier-
transform hologram of the raster record merits special emphasis.
In Fig. 9e a conventional (i.e., no time integration) Fourier-—
transform hologram recording setup is shown. Both this system and
the time integration system of Fig. 9d produce the same bandpass
structure in the recorded ocutput. Ignoring unimportant low
spatial frequency structure, the time integration systea can oe
said to record a hologram of the folded spectrum associated with
the raster signal. Since the hologram is of the off-axis
reference kind, both magnitude and phase of the folded spectrum
are preserved.

At the same time, there is an extremely important difference
between the conventional space—integration Fourier transform
hologram of Fig. 92 and the time-integration pattern of Fig. %9d:
bias. With space integration, all points on the raster are
illuminated simultaneously, and a relatively high contrast
hologram can result. With time integration, on the other hand,
each fringe pattern is produced separately, and each carries its
own bias. This latter situation is directly analogous to
incoherent holography, whaere only low contrast holograms result
when objects of large space-bandwidth product are recorded via
incoherent holography [19)]. 7This bias problem is severe.
However, as we discuss elsewhere [20], significant improveaments in
signal—to-bias ratio are possible if the time-integration
recording system is modified to produce fringes that always have
unity visibility. Related techniques can be applied to non-
interferametric time—-integration systems with similar isprovement
in signal-to-bias ratio.

B. Distributed Local Oscillator Point of View

The holographic point of view presented above differs from
that generally taken by other authors. Indeed, there are many
different ways of viewing time-integration optical processing,
each providing its own particular insight. In his original paper
on the subject (11] and in his article in this volume [181, Turpin
emphasizes the concept of a spatially distributed local oscillator
array. Figure 10 helps clarify the relationship between the
holographic and the local oscillator points of view. In that
figure, it is the scanned light spot that is constant in amplitude
and the non—-scanned spot that varies as f(t). Clearly the tima-
integration fringe pattern that results is the same as that
obtained with the system of Fig. 9d. However, rather than being
described as a buildup of fringe patterns, the time-integration
process is now described in teres of a gixing, in the output
plane, of a wave with complex amplitude f(t)expli2mu] with a
second wave whose optical frequency varies from point to point: a
local ascillator (LO) wave whose frequency is location dependent.
As Turpin notes, the space~depandent frequency of this wave can be
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viewed as a consequence of a location—-dependent Doppler shift:
the raster-scanned spot produces in the output plane a plane wave
that tilts rapidly left—-to-right and slowly top—to-bottom. The
progressive tilt of this wave with time produces varying amocunts
of Doppler shift at different points on the detector surface.
Over a small local region of the detector plane where the LD wave
has essentially constant Doppler frequency i%, the output plane
intensity is given by

2
Ilu,vyt) = If(D)axpl-i29xul + expli2WV,t1|

=1 + lf(t)ll

+ 2 Ref{expl-i2mulf (t)expl-i2e,t1}. (9)

If this intensity is integrated with respect to time over period
T, the third term yields a spatial sinusoid whose magnitude and
phase are governaed by the short-time Fourier spectrum of f{(t):

IFL (Vp) lcost2mu + arg{F (V] 3 (10)
where

Fp () = Xf(uexpt-izm)“t:dt. (11)

T

If T exceeds the duration of f(t), output is governed by the
conventional Fourier spectrum. By looking at different local

regions in the output plane, one can measure the magnitude and
phase of the Fourier spectrum over a range of frequencies.

(If the scanning spot in Fig. 10d is scanned
acoustooptically, there is an additional complicating quirk: the ]
light spot is itself shifted in frequency as it scans. In this :
case it is necessary to introduce a compensating shift in the }
frequency of the interfering (signal) wave. The result is a chirp :
algorithm implementation of the Fourier transfors. See, for
example, [131]1.)

c. Moving Comb Fuynction Mgdel

Specific characteristics of the spatially distributed local
oscillator wave can be analyzed through the use once again of a
spatial comb function, this time one that is translated with
constant velocity. The comb function wmodel also serves to
consolidate the distributed local oscillator and falling raster
points of view.

Our approach to modeling the raster-scanned light spot is
illustrated in Fig. 11. In Fig. 1l1a we show a linear string of
impulses being translated past a stationary window. 8Since the
impulse spacing equals the window width, there is always a single
impulse within the window at a given time, and con .ant-velocity
translation of the impulse string results in a single falling-
raster scan of the window. In Fig. 11b it is a 2-D comb of
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impulses that is translated past the window. Again there is only
a single impulse in the window at a given time, but translation of
the comb results in a rgpetitive falling raster scan of the
window. We choose 6 to satisfy the condition

tan8= H/NW, N integer, (12) !

in which case the repetitive raster scan is truly periodic-—-i.e.,
subsequent scans retrace previous ones exactly, with N lines
appearing in the raster.

Analytically we model the single scan of Fig. lla by

€ scan (x,yst) = [Roi(llw)comb (xlw)é(y)} tté(x—Vt,y)J

* Rg{rect (x/u,y/m}, (13) ,

where V is the translational velocity in the x—-direction. The
local oscillator distribution corresponding to this scan is given
by the 2-D spatial Fourier transform of fg.,, (x,y3t),

Focan (Usvit) = [Rolcamb (Wur1(v)} expl—i2vuvt]

ttReiNH sinc (Wu, Hv)} . (14)

Ignoring for the moment the sinc—function smoothing, this latter
distribution consists of line impulses oriented as in Fig. é&b.
Through the factor expl-i2fuVt] the temporal frequency of the wave
amplitude along these lines is shifted in proportion to u. Thus
there is a continuogus range of local oscillator frequencies
present in the distribution. As was true for the space-
integration case of Fig &4d, there is a coarse frequency direction
{in the u-direction) and a fine frequency direction (along the
impulse lines). The separation 1/W between sinc function nulls
again equals the line impulse spacing; convolution in the
direction perpendicular to the impulse lines thus leads to
multiple temporal frequencies between the lines but not on the
lines. The amount of convolution blurring in the fine-frequency
direction depends on the window length H and, thereby, on the
duration of the scan. At any paint along one of these lines,
there is a spread of frequencies present in the range AY & 1/T &
V/NW, where T is the total scan time. That is, of course,
consistent with the observation that window height determines how
long the local oscillator wave is present and thus detersines
spectral resolution.

The periodic raster scan of Fig. 11b is sodeled by
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gscan(x.y;t) = [Roi(llwu)comb(xlw,ylu)}**S(x—Vt.y)]

Ry rect(x/W.y/H)i, (16)

which has Fourier transform

Gscan(u.v;t) = [Rgigomb(Wu.Hv)}exp[-iZIth]l

**RQ{WH sinc(Wu,Hv)i. (17)

The two terms entering into this convolution are illustrated in Fig. 12. The
local oscillator distribution consists of discrete points of light, separated
in temporal frequency ty 1/T = V/NW. These spots are blurred by the sinc
function convolution, but in such a way that their discrete-frequency local
oscillator character is preserved at the spot centers. Those spots contained

within the dashed lines of Fig. 12 span the entire range of frequencies
available.
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